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Single Photon Workshop 2019 
Single Photon Workshop 2019 is the ninth installment in a series of workshops on SINGLE-
PHOTON TECHNOLOGIES AND APPLICATIONS. SPW 2019 is intended to bring together a broad
range of people with interests in single-photon sources, single-photon detectors, photon 
entanglement, and their use in scientific and industrial applications. It is an exciting opportunity for
those interested in these technologies to learn about the state of the art and to foster continuing 
partnerships with others seeking to advance the capabilities of such technologies.

The four main areas of the single-photon scientific research and industrial applications are covered 
by the workshop: 

Single-Photon Detectors
Devices, circuits and systems to achieve single-photon sensitivity 

Single-Photon Sources 
Materials, schemes and architectures to generate and control light emission at single
photon level 

Applications 
Single-photon technologies for scientific and industrial applications, from ground to space,
from life science to quantum information processing 

Metrology 
Validation techniques and instrumentation to prove single-photon generation and 
acquisition.
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About Politecnico di Milano 
Politecnico di Milano is a scientific-technological university which trains engineers, architects and 
industrial designers. 

The University has always focused on the quality and innovation of its teaching and research, 
developing a fruitful relationship with business and productive world by means of experimental 
research and technological transfer. 

Research has always been linked to didactics and it is a priority commitment which has allowed 
Politecnico Milano to achieve high quality results at an international level as to join the university 
to the business world. Research constitutes a parallel path to that formed by cooperation and 
alliances with the industrial system. 

Knowing the world in which you are going to work is a vital requirement for training students. By 
referring back to the needs of the industrial world and public administration, research is facilitated 
in following new paths and dealing with the need for constant and rapid innovation. The alliance 
with the industrial world, in many cases favored by Fondazione Politecnico and by consortiums to 
which Politecnico belong, allows the university to follow the vocation of the territories in which it 
operates and to be a stimulus for their development. 

The challenge which is being met today projects this tradition which is strongly rooted in the 
territory beyond the borders of the country, in a relationship which is developing first of all at the 
European level with the objective of contributing to the creation of a single professional training 
market. Politecnico takes part in several research, sites and training projects collaborating with the 
most qualified European universities. Politecnico’s contribution is increasingly being extended to 
other countries: from North America to Southeast Asia to Eastern Europe. Today the drive to 
internationalization sees Politecnico Milano taking part into the European and world network of 
leading technical universities and it offers several courses beside many which are entirely taught in 
English.  
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Scientific Committee 
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Venue 
 

Workshop venue 

Aula Magna Carassa e Dadda 
Politecnico di Milano, Campus Bovisa, 
Building BL28, 
Via Lambruschini 4, 20156 Milano (MI), Italy 

Welcome cocktail 

Monday 21st October 2019  

Rectorate building at “Leonardo Campus” of Politecnico di Milano. 
Piazza Leonardo da Vinci 32, 20133 Milano. Building 1.  

How to reach Leonardo Campus 
Take Line 2 of the underground railway: MM2 green line. 
Get off the train at the PIOLA station. 
Take the left-hand exit from Piola station; walk along Via D’Ovidio, keeping to the left and cross Via 
Bonardi: you will arrive in Piazza Leonardo da Vinci. Politecnico di Milano is facing you. 

 

Conference dinner 

Wednesday 23rd October 2019  

Castello Sforzesco, Milano. 
Castello Sforzesco, Piazza Castello, Milano. 

How to reach Castello Sforzesco 
From SPW 2019 workshop venue 
Walk to “Milano Nord Bovisa” train station and take a train to “Cadorna” station (travel time is 6 minutes). 
You need the Biglietto ordinario” of ATM (2 euro). 
When exiting the Cadorna station, turn left and walk along Via Marco Minghetti to get to the castle. 
 

Guided tours 

Before the conference dinner, guided tours of Castello Sforzesco will be organized (free of 
charge), including Leonardo’s Special. 
The year 2019 marks the 500th anniversary of Leonardo da Vinci’s death. Milano is the city where 
Leonardo da Vinci stayed the longest. Here Leonardo arrived in 1482, at the service of Duke 
Ludovico Sforza, and his presence has left an indelible mark in the history and artistic production 
of the City and in the entire region of Lombardy. 
For this reason, Milano and Lombardy will dedicate a whole year to the Maestro. 

More info on SPW website (https://spw2019.polimi.it). 
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Wireless access 
Guest users members of an Eduroam federated entity can access the "eduroam" Wi-Fi 
network using the credentials provided by their institution of affiliation. The connection 
will be permanent and encrypted. 
 
Other guest users will be provided with other Wi-Fi credentials on site. 

Important contacts 
Emergency telephone number: 112 

POLIMI emergency call center: +39 02 2399 9399 (only 9399 from 
internal phones) 

 

e-mails:  spw2019@polimi.it (generic needs) 

 spw2019-reg@fondazione.polimi.it (registration) 
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About Milano 
With a population of about 1.3 million, Milan, the capital of Lombardy, is located in the Po Valley, 
not far from the Alps with the great lakes (Lake Como, Lake Maggiore, Lake Lugano) to the North. 
Milan is considered the Italian economic and finance center, with the headquarters of the Stock 
Exchange and of many of the most important industrial and financial businesses of the Country. 
The city hosted the Universal Exposition in 2015 under the theme “Feeding the planet, energy for 
life”. 

It is also the Italian symbol of fashion and design: it hosts many of the main Italian fashion 
maisons and international design fairs, such as “Settimana della Moda” (Milan Fashion Week) and 
the “Salone Internazionale del Mobile” (Milan Furniture Fair); also, a Design School operates at 
Politecnico di Milano. 
Milan hosts the “Teatro alla Scala”, considered the temple of lyrics all over the world, and several 
prose theatres such as the “Piccolo Teatro” founded by Giorgio Strehler. 
In Milan are located the headquarters of the main daily newspapers (Il Corriere della Sera, Il Sole 
24 Ore) and many of the main Italian publishers (Mondadori, Feltrinelli, Garzanti, Rizzoli). 
The city offers to visitors the possibility to admire a wide range of monuments, museums and 
buildings reflecting the vestiges of history and culture left by many people who lived here. The 
ancient Roman remains are preserved at the Colonne di San Lorenzo, whereas the Romanesque 
can be admired at Sant’Ambrogio, Sant’Eustorgio or San Simpliciano Basilicas. The Duomo is one 
of the largest cathedrals in the world and the most important example of Gothic architecture in 
Italy. The Castello Sforzesco, built on the wishes of the Duke Francesco Sforza, nowadays hosts 
the Michelangelo’s “Pietà Rondanini” and several museums. The church of Santa Maria delle 
Grazie hosts the famous masterpiece “The Last Supper” by Leonardo da Vinci – declared part of 
the World Heritage by UNESCO. 
The city has always participated actively to the National History since its origins, contributing to 
the purposes and the aims that led to reunification of Italy in the 18th century. Some 
distinguished people, who gave a significant contribution to Italian culture, lived in Milan, such as 
Leonardo da Vinci (who lived in Milan from 1482 to 1500), the poet and novelist Alessandro 
Manzoni, the musician Arturo Toscanini, the writer Carlo Emilio Gadda, the film director Luchino 
Visconti. Two Nobel prizes operated in Milan: Giulio Natta (1963, in chemistry) and Dario Fo 
(1997, in literature). 

The year 2019 marks the 500th anniversary of Leonardo da Vinci’s death: Milano is the city where 
Leonardo da Vinci stayed the longest. Here Leonardo arrived in 1482, at the service of Duke 
Ludovico Sforza, and his presence has left an indelible mark in the history and artistic production 
of the City and in the entire region of Lombardy. For this reason, Milano and Lombardy will 
dedicate a whole year to the Maestro: visit the Social Program page for additional information on 
dedicated events. 

 

More info on SPW website (https://spw2019.polimi.it). 
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Local transportation 

Ordinary Ticket (or Biglietto Ordinario) – Price: € 2.00 
Valid for 90 minutes after stamping, gives you unrestricted travels for all the Milan Municipality 
area, including the area where SPW 2019 is located. 
The ticket is valid for a single journey on the underground or rail network, including the urban rail lines of Trenord and 
the ‘Passante Ferroviario’ (Urban Railway Network). 

One Day Ticket – Price: € 7.00 
Valid for 24 hours after stamping, gives you unrestricted travels for all the Milan Municipality area. 

3 Days Ticket – Price: € 12.00 
Valid for 3 consecutive days from the day of the first validation until the end of the service on the 
third day, without limit to the number of journeys within the Milan Municipality area. 

Carnet 10 tickets – Price: € 18.00 
A block of 10 ordinary tickets. The trips cannot be used on road services managed by operators 
other than ATM and Trenord; it cannot be used by more than one person at the same time. 

Weekly pass – Price: € 17.00 
Valid from Monday to Sunday of the same week until the end of the service of Sunday, without 
limit to the number of journeys within the territory defined by the zones purchased. 

You can also travel on the metro by paying at the ticket gate with your contactless card (Mastercard, Visa, 
Maestro and VPay). 
Or you can download the ATM Milano official app and purchase tickets there.
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Program Overview 

Monday, October 21, 2019 

08:00 Registration opening 
09:00 Welcome 

09:10 Session 1 - Sources I 

10:40 Coffee break 

11:10 Session 2 - Applications I 

13:00 Platinum sponsor presentation 
13:05 Lunch 

14:20 Session 3 - Detectors I 

15:50 Coffee break 

16:20 Session 4 - Metrology I 

18:30 Welcome reception@Leonardo  

Wednesday, October 23, 2019 

09:00 Session 9 - Applications IV 

10:50 Coffee break 

11:20 Session 10 - Metrology III 

12:50 Platinum sponsor presentation 
12:55 Lunch 

14:10 Session 11 - Detectors III 

16:00 Coffee break 

16:30 Session 12 - Sources II 

18:30 Guided tours of Castello Sforzesco 
20:00 Dinner at  Castello Sforzesco 

 
 
 
 
 
 
 

Lunches, coffee breaks, welcome reception, 
dinner and guided tour at Castello Sforzesco 
are included in the registration fee. 
 

Tuesday, October 22, 2019 

09:00 Historical perspective by S. Cova 

09:15 Session 5 - Detectors II 

10:45 Coffee break 

11:15 Session 6 - Metrology II 

12:35 Platinum sponsor presentation 
12:40 Lunch 

13:55 Session 7 - Applications II 

15:45 Platinum sponsor presentation 
15:50 Coffee break 

16:20 Session 8 - Applications III 

18:10 Poster session I 

Thursday, October 24, 2019 

09:00 Session 13 - Sources III 

10:50 Coffee break 

11:20 Session 14 - Applications V 

12:50 Platinum sponsor presentation 
12:55 Lunch 

14:10 Session 15 - Detectors IV 

16:00 Coffee break 

16:30 Session 16 - Applications VI 

18:20 Poster session II 

Friday, October 25, 2019 

09:00 Session 17 - Detectors V 

10:50 Coffee break 

11:20 Session 18 - Sources IV 

13:10 Lunch 

14:15 Session 19 - Applications VII 

16:05 Concluding remarks 
16:15 Farewell coffee 
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Monday, October 21, 2019
08:00 Registration opening 
09:00 Welcome 

09:10 
Session 1  
Sources I 

 
Chair: A. Migdall 

S. Reitzenstein - Deterministically fabricated quantum dot – 
waveguide systems for on-chip quantum optics 

09:40 F. Graffitti - Direct generation of tailored ultrafast entanglement 

10:00 S. Haffouz - InAsP quantum dot nanowires for telecom single 
photon emission 

10:20 T. Mueller - Quantum teleportation using highly coherent 
emission from telecom C-band quantum dots 

10:40 Coffee break 

11:10 

Session 2  
Applications I 

 
Chair: M. Lucamarini 

E. Diamanti - Demonstrating quantum advantage with practical 
photonic systems 

11:40 F. Xu - Experimental Quantum Switching for Exponentially 
Superior Quantum Communication Complexity 

12:00 D. Cozzolino - Hybrid entanglement distribution through an air-
core fiber 

12:20 C. Vigliar - High-Dimensional Chip-to-Chip Entanglement 
Distribution  through Multicore Fibres 

12:40 J. Chiles - Nanowire Detection of Photons from the Dark Side 

13:00 Platinum sponsor presentation: ID Quantique 
13:05 Lunch 

14:20 
Session 3  

Detectors I 
 

Chair: A. Gulinatti 

E. Charbon - Massively parallel, three-dimensional photon 
counting: a versatile tool for quantum experimentalists and 
consumers 

14:50 E. Conca - Wide-area fast-gated single-photon detector with 
integrated TDC  for near-infrared spectroscopy applications 

15:10 F. Acerbi - Silicon photomultipliers optimized for cryogenic 
temperatures 

15:30 S. Grosse - Single-Photon Detectors based on CSPAD technology 

15:50 Coffee break (sponsored by Excelitas) 

16:20 

Session 4  
Metrology I 

 
Chair: E. Diamanti 

F. Piacentini - New Frontiers in Quantum Measurement: 
Protective Measurement, Genetic Quantum Measurement and 
Robust Weak Measurement 

16:40 L. Shalm - Certified Randomness Expansion using a Loophole-Free 
Bell Test 

17:00 C. Chunnilall - Investigations towards transmitting time and QKD 
signals over the same optical fibre 

17:20 M. Lasota - Reliable estimation of the statistics of photons 
emitted from an unknown source of light 

17:40 Transfer to Leonardo campus 
18:30 Welcome reception @ Leonardo campus 
20:30 End 
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Tuesday, October 22, 2019 
09:00 Historical perspective by Sergio Cova  

09:15 

Session 5  
Detectors II 

 
Chair: H. Zbinden 

B. Korzh - Advances in superconducting nanowire single photon 
detectors and related applications 

09:45 V. Verma - Kilopixel arrays of superconducting nanowire single-
photon detectors 

10:05 D.H. Smith - Multiplexed Superconducting Nanowire Single-
Photon Detectors on UV-Written Silica Waveguides 

10:25 F. Martini - SNSPD readout using the amplitude multiplexing 
approach 

10:45 Coffee break (offered by PicoQuant) 

11:15 

Session 6  
Metrology II 

 
Chair: C. Chunnilall 

S. Polyakov - First quantum-measurement-inspired, scalable 
communication protocol and its experimental demonstration 

11:35 S. Schwarz - Reconstructing ultrafast energy-time entangled two-
photon pulses 

11:55 D. Fuster - Development of a plug&play single photon source 
using electro-optical pumping schemes 

12:15 H. Ollivier - Quantum dot based single photon sources: 
performance reproducibility 

12:35 Platinum sponsor presentation: attocube / Quandela 
12:40 Lunch  

13:55 

Session 7 
Applications II 

 
Chair: J. Matthews 

M. Lucamarini - Measurement Device Independent Quantum 
Cryptography 

14:25 M. Minder - Experimental quantum key distribution beyond the 
repeaterless secret key capacity 

14:45 M. Avesani - Practical Source-Device-Independent Quantum 
random number generators 

15:05 S. Wengerowsky - In-field entanglement distribution over a 96 km 
and a 192 km submarine optical fibre 

15:25 S. Wengerowsky - An entanglement-based wavelength-
multiplexed Quantum Communication Network 

15:45 Platinum sponsor presentation: MPD /OEC 
15:50 Coffee break 

16:20 

Session 8  
Applications III 

 
Chair: M. Ghioni 

K. Suhling - Time-correlated single photon counting wide-field 
Fluorescence Lifetime Imaging Microscopy 

16:50 D. Tabakaev - Entangled two-photon absorption and the quantum 
advantage in sensing 

17:10 A. Ingle - Towards General-Purpose Passive Imaging with Single-
Photon Sensors 

17:30 D. Lindell - Efficient Confocal Non-Line-of-Sight Imaging 

17:50 A. White - Realtime photon-number resolution & Imaging via 
photon counting 

18:10 Poster session I 
19:30 End 
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Wednesday, October 23, 2019 
09:00 

Session 9 
Applications IV 

 
Chair: F. Bussieres 

J. Matthews - Integrated Homodyne Detection for Large Scale 
Silicon Quantum Photonics 

09:30 F. Ceccarelli - Low-power reconfigurable photonic integrated 
circuits fabricated by femtosecond laser micromachining 

09:50 P. Connolly - Multispectral single-photon imaging using high 
efficiency plasmonic metasurface filters 

10:10 S. Olivier - Towards an integrated quantum photonics platform 
on silicon for secured communications 

10:30 J. Renema - Imperfect Gaussian Boson Sampling is Classically 
Simulable 

10:50 Coffee break (offered by ID Quantique) 

11:20 

Session 10  
Metrology III 

 
Chair: S. Kueck 

I. Degiovanni - Light sources characterisation and optical modes 
reconstruction 

11:50 Y.-L. Mao - Error-Disturbance Trade-off in Sequential Quantum 
Measurements 

12:10 A. Paterova - Infrared metrology with visible light 

12:30 
K. Laiho - Characterizing heralded single photons from a Bragg-
reflection waveguide loss-tolerantly via moment generating 
function 

12:50 Platinum sponsor presentation: PicoQuant 
12:55 Lunch 

14:10 

Session 11 
Detectors III 

 
Chair: A. Tosi 

B. Aull - Large-Format Image Sensors Based on Integration of 
Custom Geiger-Mode Avalanche Photodiode Arrays with All-
Digital CMOS Circuits 

14:40 C.-Y. Park - Room temperature operation of InP/InGaAs single 
photon avalanche diode 

15:00 G. Buller - Planar Geometry Ge-on-Si Single-Photon Avalanche 
Diode Detectors for the Short-Wave Infrared 

15:20 G. Acconcia - Fully integrated electronics for high-performance 
and high-speed acquisition with Single Photon Avalanche Diodes 

15:40 M. Salomoni - Future perspective of SiPM technology 

16:00 Coffee break 

16:30 
Session 12 
Sources II 

 
Chair: C. Toninelli 

C.A. Solanas - Scalable interfacing of quantum photonic 
platforms: solid-state single-photon sources and reconfigurable 
photonic circuits 

16:50 T. Heindel - Single-Photon QKD using Engineered Solid-State 
Quantum-Light Sources 

17:10 S.D. Tchernij - Electrical control of Nitrogen – Vacancy centers in 
diamond 

17:30 S. Ecker - Overcoming noise in entanglement distribution 
through high-dimensional encoding 

17:50 Transfer to Castello Sforzesco 
18:30 Guided tours of Castello Sforzesco  

20:00 Dinner at  Castello Sforzesco 
23:00 End 
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Thursday, October 24, 2019 

09:00 

Session 13  
Sources III 

 
Chair: T. Gerrits 

C. Toninelli - Single-molecule based single photon sources 

09:30 R. Schofield - Nanophotonic waveguide coupling to organic 
molecules in micro-capillaries 

09:50 H. Abudayyeh - Quantum light manipulation: A path towards 
efficient pure room-temperature single photon sources 

10:10 H. Wang - Single photons for quantum technologies 

10:30 G. Solomon - Filter-free single-photon emission in an integrated 
cavity-waveguide device 

10:50 Coffee break (offered by attocube / Quandela) 

11:20 
Session 14 

Applications V 
 

Chair: S. W. Nam 

K. Srinivasan - Quantum source and frequency conversion 
technologies based on integrated nanophotonics 

11:50 J. Adcock - Programmable mutliphoton graph states on a silicon 
chip 

12:10 G. Kavuri - Towards a loophole-free Bell experiment on a tabletop 

12:30 Z.-H. Xiang - Network Integration of Quantum Dot Device and 
Entanglement in Cambridge Fiber Network 

12:50 Platinum sponsor presentation: Excelitas 
12:55 Lunch   

14:10 

Session 15  
Detectors IV 

 
Chair: I. Rech 

S. W. Nam - From dark matter detection to artificial intelligence: 
applications of superconducting nanowire single photon 
detectors 

14:40 M. Perrenoud - High detection rate and high efficiency with 
parallel SNSPDs 

15:00 S. Buckley - Progress in superconducting optoelectronic networks 
for neuromorphic computing 

15:20 T. Takumi - Time-resolved measurement of a single-photon wave 
packet with an optical Kerr effect 

15:40 E. Fossum - Quanta Image Sensor Progress Review 

16:00 Coffee break 

16:30 

Session 16  
Applications VI 

 
Chair: F. Zappa 

S. Verghese - Self-driving cars and lidar 

17:00 G. Musarra - Single-photon, single-pixel intelligent Lidar 

17:20 A. Maccarone - Three dimensional imaging of dynamic 
underwater scenes using single photon detection 

17:40 R. Tobin - Depth imaging through obscurants using single photon 
detection in the short-wave infrared 

18:00 M. Laurenzis - Computational imaging with SPADs at SWIR 
wavelengths 

18:20 Poster session II 
19:40 End 
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Friday, October 25, 2019 

09:00 

Session 17  
Detectors V 

 
Chair: F. Villa 

J. Rothman - Reaching for GHz single photon detection rates 
with HgCdTe APD detectors 

09:30 L. Gasparini - CMOS-SPAD arrays for Quantum Imaging 
Applications 

09:50 M. Zarghami - A Novel Approach to High Dynamic Range Imaging 
with CMOS-SPADs 

10:10 G. Jegannathan - Current-assisted single photon avalanche 
diode(CASPAD) in 350 nm CMOS 

10:30 
G. Tortarolo - Towards Single-Photon Microscopy: Exploiting Extra 
Spatio-Temporal Information Provided by SPAD Array Detectors 
in Laser Scanning Microscopy 

10:50 Coffee break (offered by MPD /OEC) 

11:20 

Session 18 
Sources IV 

 
Chair: F. Piacentini 

P. Michler - Quantum dots at telecom wavelengths for single- 
and entangled photon sources 

11:50 S. Francesconi - Engineering two-photon wavefunction and 
exchange statistics in a semiconductor chip 

12:10 C. P. Lualdi - High-Efficiency Time-Multiplexed Single-Photon 
Source 

12:30 C. Marvinney - Toward control of the quantum state of hBN 
single-photon emitters 

12:50 J. Grim - Three-Quantum-Dot Superradiance in a Photonic Crystal 
Waveguide Enabled by Scalable Strain Tuning 

13:10 Lunch 

14:15 

Session 19  
Applications VII 

 
Chair: I. Degiovanni 

Q. Zhang - Single photon technology in Long Distance Quantum 
Communication 

14:45 F. Xu - Experimental quantum repeater without quantum memory 

15:05 
A. Scriminich - Hong-Ou-Mandel interference of polarization 
qubits stored in independent room-temperature quantum 
memories 

15:25 S. Grandi - Towards long distance entanglement between a 
photon and a solid-state quantum memory 

15:45 M. F. Askarani - Entanglement and non-locality between disparate 
solid-state quantum memories mediated by photons 

16:05 Concluding remarks 
16:15 Farewell coffee 
16:45 End 
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Monday, October 21, 2019
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09:00 Welcome 
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E. Charbon - Massively parallel, three-dimensional photon 
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15:30 S. Grosse - Single-Photon Detectors based on CSPAD technology 
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16:20 
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Chair: E. Diamanti 

F. Piacentini - New Frontiers in Quantum Measurement: 
Protective Measurement, Genetic Quantum Measurement and 
Robust Weak Measurement 

16:40 L. Shalm - Certified Randomness Expansion using a Loophole-Free 
Bell Test 

17:00 C. Chunnilall - Investigations towards transmitting time and QKD 
signals over the same optical fibre 

17:20 M. Lasota - Reliable estimation of the statistics of photons 
emitted from an unknown source of light 

17:40 Transfer to Leonardo campus 
18:30 Welcome reception @ Leonardo campus 
20:30 End 
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Deterministically fabricated quantum dot – waveguide systems for on-chip 
quantum optics 

 

P. Schnauber1, J. Schall1, S. Bounouar1, T. Höhne2, A. Singh3, K. Sirinvasan3, M. Davanco3,  
J.-D. Song4, S. Burger2, S. Rodt1, S. Reitzenstein1 

1 Institute of Solid-State Physics, Technische Universität Berlin, Berlin, Germany 

2Zuse Institut Berlin, Berlin, Germany 
3 National Institute of Standards and Technology, Gaithersburg, MD, USA 

4 Center for Opto-Electronic Convergence Systems, KIST, Seoul, South Korea 
 
The deterministic integration of quantum emitters into on-chip photonic elements is crucial for the implementation 
of scalable on-chip quantum circuits. Recent activities in this field include hybrid QD-waveguides for enhanced 
photon in-coupling [1] and the controlled integration of QDs using multistep-lithography as well as AFM tip 
transfer [2][3]. Here, we report on the deterministic integration of single quantum dots (QD) into on-chip beam 
splitters using in-situ electron beam lithography (EBL) [4]. In this advanced single-step technique, photonic 
building blocks are patterned on top of chosen QDs immediately after spatial and spectral pre-characterization via 
cathodoluminescence mapping at 10 K. To realize 50/50 coupling elements, we chose tapered multimode 
interference (MMI) splitters which feature relaxed fabrication tolerances and robust 50/50 splitting ratio. We 
demonstrate the functionality of the deterministic QD-waveguide structures by μPL spectroscopy and by studying 
the photon cross-correlation between the two MMI output ports. The latter confirms single-photon emission and 
on-chip splitting associated with g(2)(0) 0.5 [5]. Moreover, the deterministic integration of QDs enables the 
demonstration and controlled study of chiral light-matter effects and directional emission in QD-WGs [6], as well 
as the realization of low loss heterogenous QD-WG systems with excellent quantum optical properties in terms of 
high photon purity and high photon indistinguishability [7]. 
 
 

 
 

Fig. 1 (a) False-color SEM image of a QD integrated into a 1 × 2 MMI coupler via in-situ EBL. (b) Simulated electric field 
intensity distribution of the MMI and taper device. (c) μPL spectra of QD1 taken from port 1 and port 2 of the device shown 
in part a. A 50/50 splitting over the whole spectrum is observed. (d) Optical image of a fully fabricated heterogeneous QD 
waveguide device. Inset: Schematic of the heterogeneous GaAs-Si3N4 device design. 
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Direct generation of tailored ultrafast entanglement
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Photonic quantum technologies rely on the generation of high-quality single-photons. A key open challenge is to
encode as much information as possible into a single photon to enhance the efficiency of quantum protocols. For
this reason, the last few years have seen increasing interest in going beyond polarisation encoding exploiting different
degrees of freedom (DoF) of light, such as orbital angular momentum, time and frequency.

Here we present a new scheme for generating spectral-mode entanglement in PDC photon pairs, based on sub-
coherence length domain engineering of nonlinear reshape its phase-matching function (PMF) to generate PDC
photons spectrally-entangled in an arbitrarily high-dimensional Hilbert space, complementing the temporal-mode
framework developed in [3]. We experimentally benchmark our technique in group-velocity-matched KTP crystals
at telecom wavelengths. The crystal’s PMF is designed to generate maximally entangled singlet states in the pulsed
spectral-mode space: |ψ−〉 = 1√

2
(| 〉 | 〉 − | 〉 | 〉). This can be verified with two-photon interference and joint-

spectrum (JSI) reconstruction via dispersive fibre time-of-flight spectroscopy. We measure a nearly-unity visibility
of the antibunching interference that, combined with the characteristic shape of the interference pattern and the
joint-spectrum, represents an unequivocal signature of the biphoton wavefunction’s antisymmetry (see fig. 1). We
finally demonstrate the scalability of our technique to multiphoton scenarios by implementing a pulsed spectral-mode
entanglement swapping scheme between two photon-pairs produced in two different crystals.

Our technique can be easily implemented as it consists in a standard single-pass PDC setup, achieves high biphoton
rates (> 4KHz detected-pairs/mW, 60% symmetric heralding), is compatible with other DoF encodings and can be
adapted with small overhead to waveguide sources for integrated quantum photonics applications.
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FIG. 1. (a) Theoretical joint spetral amplitude and JSI (left) with corresponding experimental interference pattern and JSI
(right). (b) Experimental JSIs and corresponding interference patterns non-postselected (top) and postselected (bottom) on
fourfold coincidences: we measure a protocol success rate higher than 95%
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InAsP quantum dot nanowires for telecom single photon emission
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Quantum dots embedded in III-V semiconductor nanowires have shown great promise for fabrication of efficient 
single photon sources that can be used for quantum information applications1. The bottom-up approach allows 
the precise growth of a single quantum dot along the axis of a photonic waveguide resulting in high photon 
collection efficiency. The spontaneous emission rate of the quantum dot is controlled by the photonic waveguide 
diameter through modification of the available optical density of states, i.e., by dictating the overlap of the 
waveguide mode with the dipole field of the emitter. The demonstration of efficient non-classical emitters that 
can produce single photons in the telecom band, capable of traveling long distances over optical fibers, is of 
great interest for long-haul quantum communications.

In this contribution, we report on the site-selected growth of single InAsP quantum dots embedded within InP
photonic nanowires using a selective-area vapor-liquid-solid epitaxial growth process2. We first review our
recent results3 on the growth of bright single quantum dot nanowires with the unprecedented tuning range from 
880 nm to 1550 nm by modifying the quantum dot growth conditions (arsine flux, dot thickness). As an 
example, a high purity single photon source at 1310 nm with low multiphoton emission probability is 
demonstrated. We then establish an alternative approach to achieve light emission in the telecom band where we
grow the single InAsxP1-x quantum dot in an InAsyP1-y quantum rod, all embedded in the InP nanowire 
waveguide. Using this approach the emission wavelength can be shifted from 950 nm without the InAsP rod to 
1310 nm with the rod without changing the growth parameters of the dot. With this dot-in-a-rod configuration
(DROD), the emitter emission intensity was increased from 275,000 cps to 613,000 cps. Carrier generation 
localized to the dot could be achieved by optically pumping the rod below the InP bandgap, and resulted in a 
narrowing of the dot emission linewidth.

                                                                                                                                                                      
Fig. 1 . (a) Schematic and (b) Scanning electron microscope image of the quantum dot nanowire source. The diameter of 
the nanowire base is about 350 nm. (c) Second-order correlation measurements of an emitter at 1310 nm.
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Quantum teleportation using highly coherent emission from telecom  
C-band quantum dots 
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Quantum network technologies [1], ranging from teleportation and its applications in quantum communication to 
quantum computing, rely on interference of indistinguishable photons, and demand sources of highly coherent 
photons with sub-Poissonian statistics. Fibre-based technologies also require photon sources at the minimum loss 
wavelength of around 1550 nm. Recently, emission of single and entangled photons from semiconductor sources 
in that band has been reported [2,3], but sufficiently long coherence times have yet to be demonstrated.  

Here, we show that droplet epitaxy InAs/InP quantum dots emitting in the telecom C-band can provide photons 
with coherence times exceeding 1 ns, by using power-dependent single photon interference on a fibre based 
Michelson interferomenter. A spectrum of such a dot is given in Figure 1 (a). These values enable near-optimal 
interference of quantum dot emission with a C-band laser qubit, the signature of which is shown in Figure 1(b). 
Using entangled photons we further demonstrate high fidelity teleportation of such qubits in the horizontal-
vertical (HV) basis as well as in the superposition bases DA (diagonal/antidiagonal) and RL (right-hand/left-
hand circular).  Figure 1 (c) shows the individual fidelities as well as the mean, where the reached value of 
83.6±2.2% exceeds the classical limit of 2/3 by 7.8 standard deviations. Beyond direct applications in long-
distance quantum communication, the high degree of coherence in these quantum dots is promising for future 
spin based telecom quantum network applications. 
 
 

 
 
 

Fig. 1 (a) Spectrum of a representative QD, with X and XX transitions marked. (c) Two-photon interference correlation measurements, with 
co-polarised correlations in green and cross-polarised photons in purple. The bunching peak for co-polarised photons is the signature of the 
Hong-Ou-Mandel effect in our setup. (d) Individual fidelities for the 6 input polarization states and the corresponding mean fidelity, with the 
classical limit of 2/3 given by the dotted line. 
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Demonstrating quantum advantage with practical photonic systems 
 

Eleni Diamanti 
Sorbonne Université, CNRS, LIP6, F-75005, Paris, France 

 
The goal of demonstrating a quantum advantage with currently available technology is an outstanding challenge 
in quantum information science. Here we discuss examples of such rigorous demonstration of advantage in 
security and communication efficiency due to the use of quantum resources for useful applications in the context 
of quantum networks, including quantum cryptographic tasks beyond key distribution [1] and quantum 
communication complexity [2]. This requires devising novel protocols amenable to experimental 
implementations, which typically involve encoding in properties of coherent states of light, linear optic circuits 
and single-photon detection. We further discuss the extension of our results in quantum communication 
complexity to the efficient verification of NP-complete problems with small proofs [3]. 
. 
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Finding exponential separation between quantum and
classical information tasks is like striking gold in quan-
tum information research. Such an advantage is believed
to hold for quantum computing but is proven for quan-
tum communication complexity. Recently, a novel quan-
tum resource called the quantum switch—which creates
a coherent superposition of the causal order of events,
known as quantum causality—has been harnessed theo-
retically in a new protocol providing provable exponential
separation. We experimentally demonstrate such an ad-
vantage by realizing a superposition of communication
directions for a two-party distributed computation. Our
photonic demonstration employs d-dimensional quantum
systems, qudits, up to d = 213 dimensions and demon-
strates a communication complexity advantage, requiring
less than (0.696±0.006) times the communication of any
causally ordered protocol. These results elucidate the
crucial role of the coherence of communication direction
in achieving the exponential separation for the one-way
processing task, and open a new path for experimentally
exploring the fundamentals and applications of advanced
features of indefinite causal structures.

The communication task that we consider is known as
the exchange evaluation (EE) game. Alice and Bob re-
ceive inputs (x, f) and (y, g), respectively. There is an-
other party, Charlie, who needs to compute the exchange
evaluation function EE(x, f,y, g) = f(y)⊕ g(x). Under
the condition of one-way communication, for a causally
ordered protocol, Alice and Bob can transmit informa-
tion either from Alice to Bob, then Charlie or from Bob
to Alice, then Charlie. Using a quantum switch, a con-
trol qubit in the state |+〉c = 1/

√
2 (|0〉c + |1〉c) coher-

ently controls the communication direction of the target
system |0〉t. Charlie computes the exchange evaluation
function by measuring the control qubit. As a result,
they solve the game with exponential advantage in the
scaling of the required communication compared to any
causally ordered protocol.
Figure 1 shows the experimental transmitted informa-

tion required to complete the task for different system
sizes. We compare our protocol with a bound for classi-
cal protocols (black solid curve) and a bound for quantum
causally definite protocols (blue solid curve). Figure 1 in-
dicates that, with increasing system size n, the causally
indefinite protocol provides an exponential advantage in
the scaling of transmitted information. In particular, for
n = 12, the experimental results clearly beat all classical
protocols as well as all quantum causally definite proto-
cols.
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FIG. 1. Comparison of the transmitted information.

Further details of our work can be found in [1].
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Hybrid entanglement distribution through an air-core fiber 
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Exploiting optical fiber links to distribute photonic entangled states is fundamental for building the future quantum 
networks. We exploit a recently developed air-core fiber, supporting OAM modes, to distribute hybrid vector 
vortex-polarization entangled photon pairs. Polarization entangled photon pairs are generated by a ppKTP crystal 
in a Sagnac configuration at 1550nm. Photons (1) pass through a polarization analysis stage (QWP, HWP and 
PBS) and are detected. Photons (2) impinge on a vortex plate which adds an OAM m =+7 to the photons [1]. 
Depending on the input polarization of photons impinging on the vortex plate (H and V respectively), two vector 
vortex beam are generated: 
 
 

 
Fig. 1 a) Polarization entanglement of the photon pair (blue ribbon) and entanglement between polarization and OAM of the 
single photon (green ribbon) are sketched. The inhomogeneous polarization patterns of the VV states are explicitly shown. 
b) Schematic of the experiment: hybrid VV-polarization entangled state is generated by an initial polarization entangled 
photon pair. One photon of the pair encodes the VV state by the action of a vortex plate. The VV beam is transmitted through 
the air-core fiber. Finally, state detection shows that hybrid VV-polarization entanglement (blue and green ribbons) is 
preserved after fiber transmission. 

After the vortex plate, photons are a hybrid entangled state:  . Then, 
photons (2) are coupled to 5m of air-core fiber, transmitted and detected. The quality of the transmitted 
states and their entanglement are measured through quantum tomography processes and CHSH-like 
inequality violations respectively. The fidelity of the hybrid entangled state  is (97.9 ± 0.02)% with respect 
to Source entangled state (polarization entangled pair), which in turn has a fidelity of of (93.5 ± 0.02)% 
with respect to the ideal Bell singlet. The CHSH violation parameters obtained for the hybrid entangled 
states are S(raw) = 2.62 ± 0.03 and S = 2.67 ± 0.03, subtracting the accidental coincidences. Such values 
violates by 21 and 22 standard deviations the separable limit S=2, respectively. We finally characterize the 
hybrid entangled state by considering it as a 3-qubit state. The 23-dimensional Hilbert space is spanned by 
the polarization bases of both photons and the OAM basis of photon (2). A 23-dimensional quantum state 
tomography is performed, obtaining a final fidelity of (88.1 ± 0.2)% with respect to the ideal state. Two 
device independent tests of quantum correlations are performed. Firstly, we test the multipartite Mermin-
Ardehali-Belinskii-Klyshko inequality [2] obtaining the values M(raw) = 3.43 ± 0.04 and M = 3.53 ± 0.04, 
which violates the classical limit M  2.  Then, we perform a Hardy test by violating the inequality reported 
in [3] with values H(raw) = 0.085 ± 0.08 and H = 0.104 ± 0.08, where the separable condition is H  0. 
The achieved results demonstrate the capability to perform high fidelity distribution in an OAM supporting 
fiber of a hybrid VV-polarization entangled state at telecom wavelength, opening new scenarios for 
quantum applications where correlated complex states can be transmitted by exploiting the vectorial nature 
of light. 
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The distribution of entangled photons over global networks is of key importance in quantum communication 
protocols, to establish an unconditional secure key without requiring the presence of trusted nodes, and in 
distributed quantum computation, in which quantum computers work together to reach larger capacities.  
Entanglement of multidimensional quantum systems (qudits) constitute an enormous resource for future quantum 
networks, both in terms of information capacity and in terms of tolerance to noise, exceeding the limitations 
imposed by qubits [1]. Devices able to generate and manipulate qudits have been demonstrated [2], but the reliable 
transmission of qudits over optical fibres, a cornerstone of future quantum networks, remains an open challenge.  
In this work we report the first chip-to-chip high-dimensional entanglement distribution of path-encoded quantum 
states of light through multicore fibres. We build a system composed of two integrated silicon chips, a transmitter 
and a receiver, linked by a five-meter long seven-core fibre (Fig. 1.a). Maximally entangled two- and four-
dimensional quantum states, prepared and measured over the two chips, are verified by tomography measurements, 
with average fidelities of 0.85 ± 0.04 and 0.88 ± 0.01 respectively.  
These results mark a key step towards the development of distributed quantum applications, proving that fibre 
based spatial mode protocols along with integrated silicon devices can be effectively used for quantum 
communications in future networks, providing reliable mass-manufacturable and high-performance systems.   

 
Fig. 1a) Schematic of the setup. The transmitter chip generates a maximally entangled four-dimensional quantum state (two 
ququarts) and performs on-chip measurements on ququart A. The four modes composing ququart B are coupled in four of 
the seven cores of the multicore fibre and sent to a receiver chip, which performs arbitrary measurements on B. b) 
Demonstration of chip-to-chip phase control: interferometric phase scan in a Mach-Zehnder built out of two different chips 
connected by single mode fibres, polarization controllers, delay lines and a multicore fibre. 2π phase shift can be obtained 
with good precision, with active phase stabilisation, both in the classical and in the single-photon regime. Preliminary data 
showing the visibility of chip-to-chip pairwise interference between each combination of sources.  
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In recent years, the development of fast and low-dark-count single-photon detectors for photonic quantum 
information applications promise a radical improvement in our capacity to search for dark matter. The advent of 
superconducting nanowire detectors, which have fewer than 10 dark counts per day and have demonstrated 
sensitivity from the mid-infrared to the ultraviolet wavelength band, provides an opportunity to search for bosonic 
dark matter in the neighborhood of 1 eV. These detectors are simple to fabricate and operate, and can be combined 
with gas cells, dielectric stacks, or combinations of these structures in cryogenic targets, optimized for dark matter 
absorption. Furthermore, superconducting nanowires can be used as both target and sensor for direct detection of 
sub-GeV dark matter [1]. 
 
In this work, we will combine resonator systems and large-area single-photon detectors, to establish a novel 
paradigm to look for dark matter with rest mass energies in the range of meV to 10 eV. Inherently resonant systems 
at these energies—narrow molecular absorption transitions [2] and periodically layered dielectric stacks [3] —
bring with them a range of advantages: selectivity, control, and natural background reduction. We demonstrate a 
high-performance 400 by 400 μm large-area tungsten-silicide nanowire prototype with 0.8-eV energy threshold 
with more than 90 thousand seconds of exposure, which showed no dark counts.  We also present recent progress 
on the design, construction and testing of multilayer optical haloscopes serving as the apparatus for resonant 
detection schemes.  Future experiments should enable probing new territory in the dark matter detection landscape, 
establishing the complementarity of this approach to other existing proposals. 
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Massively parallel, three-dimensional photon counting: a versatile tool for 
quantum experimentalists and consumers

Edoardo Charbon
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CMOS SPADs have appeared in 2003 and soon have risen to the status of image sensors with the creation of 
deep-submicron SPAD technology. The format of these image sensors has expanded from 8x4 pixels of our first 
LIDAR in 2004 to 512x512 pixels of recent time-resolved cameras, and the applications have literally exploded 
in the last few years, with the introduction of proximity sensing and portable telemeters. SPAD based sensors are 
today in almost every smartphone and the promise is that they will be in every car by 2022. The introduction of 
SPADs in 3D-stacked ICs in 2015 is pushing the potential of this technology even further. The inherently digital 
nature of SPADs and the increased density of processing and computation over multiple silicon layers will soon 
enable deep-learning processors, neural networks directly on chip, thus enabling complex processing in situ and 
reducing the overall power consumption. Another recent trend has been the use of SPADs in qubit readout and 
control, thus making SPADs amenable to interface with quantum processors, due to SPAD sensitivity and the 
capability of operating normally at cryogenic temperatures. I will conclude with a technical and economic 
perspective on SPADs/SPAD imagers and a vision statement for photon counting in CMOS and other cryo-
CMOS circuits, including cryo-SPADs in quantum computing.
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Time-Domain Near-Infrared Spectroscopy (TD-NIRS) is a powerful technique for estimating the composition and 
microstructure of biological tissues and other highly scattering media, down to a depth of few centimetres, by 
retrieving the optical absorption and scattering properties. According to TD-NIRS, laser pulses are injected into 
the sample and the diffused photons are collected by a single-photon detector [1]. TD-NIRS can take advantage of 
the so-called “fast time-gated acquisition” technique, combined with a short source-detector distance [1]. However, 
up to now, TD-NIRS instruments have been quite bulky and expensive. 
Here, we present a silicon integrated circuit designed for compact and low-cost TD-NIRS systems, combining a 
fast-gated single-photon detector array (based on SPADs) with 8.6 mm2 active area, a Time-to-Digital Converter 
(TDC) with 72 ps resolution and integrated histogram builder, a gate window generator and a serial interface (for 
easy communication with low-cost microcontrollers). The chip has been fabricated in a 0.35 μm CMOS technology 
and it is designed to fit inside a small standalone module (few cm3 of volume), together with 8 pulsed diode lasers 
of different wavelengths, in order to build an extremely compact TD-NIRS system with low power consumption. 
This fully-digital photodetector combines the fast-gating capability of SPAD detectors, previously only 
demonstrated for single pixels [2], with the large area typically found in detectors like Silicon Photomultipliers 
(SiPMs). It is therefore called “fast-gated digital SiPM”. It allows highly-sensitive time-gated measurements with 
extended dynamic range (thanks to more than 1700 microcells). Each microcell can be individually disabled either 
for reducing the overall noise or for adjusting the sensitive area, in order to equalize the signal directly on chip. 
Common fast-gating approaches couple a SPAD to a “dummy” device and employ a comparator to extract the 
avalanche signal while rejecting spurious gating feedthroughs [2]. In this new detector, in order to increase the 
fill-factor and reduce power consumption, we replaced the dummy structure with a second SPAD and the 
comparator with a digital XOR gate. We reach a fill-factor of 37% and a maximum gating frequency of 100 MHz. 
The TDC adopts a Vernier delay line architecture and reaches 72 ps resolution with a Full-Scale Range (FSR) of 
9.2 ns, while keeping the conversion time shorter than 100 ns. A 12-bit depth, 128-channel histogram builder 
accumulates the conversion results and minimizes the bandwidth required for transferring data. The internal gate 
window generator is used for synchronizing the gate window with the laser pulse. It has adjustable duration with 
resolution of 1 ns and a range of 24 ns. A low power mode disables the gate generation during TDC conversion. 
The detector achieves a temporal response of ~ 300 ps (FWHM) and a dynamic range for gated measurements 
greater than 50 dB, with a rising edge of the gate window of ~ 300 ps (20% - 80%). 
With this solution, TD-NIRS can widen its applications (from labs to hospitals) and even reach mass markets (e.g. 
in athlete training monitoring and non-destructive assessment of fruit quality). 

This work was supported by the European Union’s Horizon 2020 research and innovation programme under G.A. 
731877 (SOLUS). SOLUS is an initiative of the Photonics Public Private Partnership. 
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Fig. 1 Left: Microcell block diagram. Center: Fabricated chip. Right: Gate shape when 1.5 mm2 of the active area is ON. 
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Silicon photomultipliers (SiPMs) are arrays of many Single-Photon Avalanche Diodes (SPADs), each one with 
integrated passive-quenching resistor (“microcell”). All microcells are connected in parallel to common anode and 
cathode. Each SiPM cell works in Geiger mode and the output current of the SiPM is the sum of all the cells: SiPM 
is a single-photon detector but the output is proportional to the number of detected photons in a light pulse. SiPMs 
have obtained growing attention in the last years in the detection of low photon fluxes, thanks to their compactness, 
ease of use, low operational voltage, insensitivity to magnetic fields and large optical dynamic range. They also 
have easy scalability, for both the microcell (pixel) size (ranging from 5 μm to 100 μm side) and the overall active 
area (between less than 1 mm2 and 100 mm2). SiPMs emerged as a promising solution for Light Detection and 
Ranging (LIDAR), optical spectroscopy [1], fluorescence detection, physics experiments and medical applications. 
At FBK (Trento, Italy) we developed different technologies for SiPMs and SPADs, optimized for different 
applications, such as “NUV-HD (near-ultraviolet sensitive, High-Density of cells), NIR-HD (near-infrared 
sensitive) and VUV-HD (vacuum-ultraviolet sensitive). Examples of spectral PDE can be seen in Fig 1b. 

One important recent research topics, where SiPMs are the solution of choice, is the readout of liquid noble 
gases scintillators such as liquid Xenon [2] and liquid Argon [3], where SiPMs are operated at cryogenic 
temperatures (between ~80 K and ~160 K). To optimize SiPM performance for such conditions, there have been 
important studies in the last years. SiPM performance like dark count rate (DCR), afterpulsing, crosstalk, recharge 
time, etc. have been measured at different temperatures [3]. Given the first results, important enhancements have 
been demonstrated. In particular reducing the electric field, to reduce the field-enhancement and tunneling 
generation and limiting the afterpulsing effect that can be dominant at cryogenic temperatures. Fig 1c shows an 
example of how the correlated noise is limiting the maximum operating bias more and more reducing the 
temperature, whereas Fig 1d and Fig 1e shows the remarkable reduction of primary DCR reducing the temperature. 
In “standard” electric field SiPM we reach ~10 cps for 1 mm2 active area (at liquid nitrogen temperature), whereas 
engineering the electric field we were able to reach ~0.01 cps in 1 mm2 active area.  

In this work we will show the performance of different SiPMs, tested at different temperatures, between room 
temperature down to liquid nitrogen temperature and we will discuss the trends for primary noise, correlated noise, 
etc. as a function of excess bias and temperature. SiPMs working at low temperatures, e.g. at liquid nitrogen 
temperature (77K), can have good photon detection efficiency, limited correlated noise and very low dark count 
rate, of less than 1 cps/mm2 with high dynamic range and with relatively large active areas (up to 100mm2). 

 

 
Fig. 1 :  Conceptual schematic of SiPM microcells connection and pictures (a), typical photon photon detection efficiency 
of FBK NUV-HD and NIR-HD technologies (b), example of reverse IV curve at different temperatures of VUV-HD SiPM 
(c), dark count rate of NIR-HD SiPM measured at 20°C and liquid nitrogen temperature (d), dark count rate of NUV-HD 
SiPMs std and low-field version, as a function of temperature [3] (e), and afterpulsing for std and low-field version [3] (f). 
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Numerous applications in the fields of LiDAR, quantum imaging, spectroscopy, high energy physics etc. require 
photon detectors with high sensitivity and time resolution. There are various single-photon detector technologies 
available to meet these requirements. In comparison to photomultiplier tubes, superconducting nanowire single-
photon detectors and electron multiplying CCDs, the SPAD technology can distinguish itself by a high time 
resolution, a low noise level and low-cost production. 
Being operated above the breakdown voltage (in Geiger mode), 
SPADs generate a short-duration high current when absorbing an 
incident photon that can be read-out by a subsequent circuit (ROIC). 
An active quenching/reset design to restore the SPAD to the 
operative level leads to a low dead time of below 20 ns and thus a 
high detection rate. The integration of SPADs into the CMOS 
process (CSPAD) allows for signal processing close to the active 
sensor area and high flexibility for custom circuit designs that adapt 
to various applications.  
The Fraunhofer IMS CSPAD detectors provide single-photon 
sensitivity with a low dark count rate (~10 cps) and a high dynamic 
range (134 dB) and can be operated in two modes: In counting mode 
the detected photons over a specific time window are counted and 
can be read-out while the timing mode outputs a time stamp of the 
first detected photon. An adaptive coincidence mechanism provides a more robust measurement and can be 
applied i.e. for effective background light suppression in LiDAR systems [1].  
The CSPAD detectors by IMS are currently used in various applications that require a high sensitivity and time-
resolution. The current flash LiDAR system based on Time-of-Flight measurement with a CSPAD detector can 
achieve a range of 40 m with a distance resolution of ~ 5 cm and a framerate of 25 fps. The implementation of 
efficient signal processing and algorithms yields a high potential for performance improvement. In the context of 
the Fraunhofer lighthouse project QUILT the CSPAD linear detector is a pivotal element of an experiment that 
shows Quantum Ghost Imaging for remote sensing [2]. More current and future applications of the Fraunhofer 
IMS CSPAD detectors include time-gated Raman spectroscopy, fluorescence lifetime imaging microscopy 
(FLIM), positron emission tomography (PET) and random number generation for cryptography. 
By utilizing a new wafer-to-wafer bonding process with a backside illuminated CSPAD wafer and a ROIC wafer 
it is possible to achieve a dense 2-dimensional pixel arrangement with a high fill factor. A 64 x 48 pixel SPAD 
array detector (CSPAD3000) is currently in fabrication and will represent a significant step forward by providing 
a 2-dimensional focal plane array with 312.5 ps temporal resolution. This bonding technology will also allow the 
combination of an optimized SPAD process in Fraunhofer IMS with a more advanced technology for the read-
out part of the detector. As a result higher temporal and spatial resolution will be achieved, rendering CSPAD 
detectors even more attractive for a number of applications that require single-photon sensitivity. The 
implementation of micro-optic arrays and interference filters processed on wafer level is currently being 
researched and promises a significant increase of the effective fill factor and thus the detector sensitivity.  
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Fig. 1: SEM image of a cross section of a bonded 
wafer stack (SPAD and ROIC wafer) with etched 
and filled vias for electrical interconnection. 
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Measurement has a crucial role in quantum mechanics, because of features like the wave function collapse (after 
a “strong” measurement) or the fact that measuring a quantum observable erases the information on its conjugate.
Nevertheless, quantum mechanics allows for different measurement paradigms, e.g. weak measurements, i.e. 
measurements performed with an interaction sufficiently weak not to collapse the original state.
These measurements result in weak values [1-6], exploited for research in fundamental physics [7-13], as well as 
in applied physics being powerful tools for quantum metrology [14-20].
Another example is given by protective measurements (PMs) [21], a new technique able to extract information on 
the expectation value of an observable even from a single measurement on a single (protected) particle [22].
In addition, other novel measurement protocols have stemmed from these measurement paradigms. It is the case 
of genetic quantum measurement (GQM), presenting analogies with the typical mechanisms of genetic algorithms 
[23] and yielding uncertainties even below the quantum Cramér-Rao bound for prepare-and-measure schemes.
Recently, we have also been exploring a new technique named robust weak value measurement (RWM), able to 
extract a weak value not as an average on an ensemble of weakly measured particles, but even from a single particle 
(provided it survives the whole measurement process).
In this talk, we present the first experimental implementation of PM [22], showing unprecedented measurement 
capability and demonstrating how the expectation value of an observable can be obtained without statistics.
Afterwards, we introduce the GQM paradigm, illustrating its features and advantages, verified by the experimental 
results obtained in our proof-of-principle demonstration.
Finally, we will present RWM and show the results achieved by our experimental implementation of such protocol. 
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The National Physical Laboratory (NPL) is developing techniques to perform single-photon metrology of the 
quantum-optical layer in QKD hardware. This capability will contribute to establishing an assurance process for 
quantum communications in the UK.   
 
The UK Quantum Communications Hub, a collaboration between academia and industry, supported by the UK’s 
National Quantum Technologies Programme, has established the UK’s first quantum network to enable the 
trialling and testing of quantum communications products. NPL is a partner of the Hub, and is working to 
develop the expertise to test the quantum layers of the systems used in this network. 
 
In a separate endeavour, NPL provides a time signal traceable to UTC(NPL) +/- 1 microsecond to the finance 
sector via optical fibre to enable the accurate time-stamping of financial transactions; the Precision Time 
Protocol is currently used, and the White Rabbit protocol is being investigated for future use. NPL also uses fibre 
links to enable remote frequency comparison between optical clocks. These applications normally use signal 
powers around 0 dBm (1 mW). 
 
NPL, with the support of the Hub, is investigating the ability to operate QKD over fibres which are also 
transmitting time signals. Successful implementation would provide additional options for extending these 
services through their combined fibre networks. A major obstacle to implementing QKD is the significant 
scattering at the single-photon level which is produced by the time signals.  
 
Initial investigations are being performed on spools of fibre in a laboratory environment, with the aim of 
subsequently demonstrating this capability over installed fibre links. This presentation will report on our 
progress towards our objective, and the characterisation of the link and hardware parameters. 
 
 
 
This work is funded by the UK government’s Department for Business, Energy and Industrial Strategy (BEIS) and the EPSRC 
Quantum Communications Hub (grant no: EP/M013472/1). 
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There are many applications of quantum photonics technologies, which require a strictly defined number of 
photons for their correct working.  However, realistic sources of light are imperfect and the number of photons 
generated by them in a single pulse can be governed by various probability distributions. Precise characterization 
of a given source is therefore an essential condition for its reliable utilization in practice.  Unfortunately, also the 
detection systems that can be used for this task in realistic situation are imperfect.  Due to this fact, the number of 
photons emitted in a single pulse typically corresponds to the number of clicks registered in a detection system in 
non-trivial way.  In effect, the estimation methods for the probabilities of emitting different number of photons 
often rely on precise measurement of several quantities and are unstable to the statistical fluctuations.  This means 
that a slight change in the measured values can lead to a dramatic change in the calculated probabilities. Moreover, 
multipixel detectors, which offer decent photon-number resolution, are usually plagued by significant level of 
crosstalk, further complicating precise characterization of photon sources [1, 2, 3]. 
Here we present a novel approach to the problem of estimating the statistics of photons emitted from an unknown 
source of light by utilizing a detection system based on spatial multiplexing of four on/off single-photon detectors 
[4].  To this end we derive a set of analytical formulas that can be used to estimate the probabilities of producing 
up to four photons by the source.  We also calculate the error bounds and show that the obtained formulas are 
relatively stable to the statistical fluctuations.  To test it we perform numerical simulations of a spontaneous 
parametric down-conversion (SPDC) source in realistic situation.  Assuming that the relative errors of all the 
quantities that should be measured in experiment are within 2%, we demonstrate that the expected photon statistic 
is recreated correctly with errors for the probabilities of emitting one, two and three photons smaller than 3%, 7% 
and 15% respectively.  Furthermore, we show how the relevant parameters of the detection system can be estimated 
by using a single-mode SPDC source with unknown intensity of the generated light. 
The method can be implemented using standard on/off detectors or multipixel ones.  The results of our work have 
several applications including phase estimation utilizing multiphoton interference effects [5] and quantum optical 
coherence tomography [6].  They may be also used in the analysis of the number of luminescent color centers 
located in diamonds [7]. 
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Given the fast progress made in improvement of superconducting nanowire single photon detectors (SNSPD) in 
the last decade, renewed effort has focused on understanding the fundamental limits of the detection process. A 
wide range of experiments have been performed across many groups to push beyond the state of the art in 
individual metrics, such as dark count rate, efficiency, photon number resolution, long wavelength sensitivity and 
timing resolution. These results have triggered significant improvements in understanding of the detection 
mechanism, however, gaps between experiment and theory still remain and leaves the door open for further 
investigations. Timing resolution in particular can be as good as 2.6±0.2 ps for visible wavelengths and 4.3±0.2 ps 
at 1550 nm (Fig 1a-d). This has an impact on many applications including classical and quantum communication, 
higher spatial resolution in laser ranging with fewer photons (Fig 1e), observation of shorter-lived fluorophores in 
biomedical applications and fast optical waveform capture (Fig 1f). Encouragingly, it is not believed that 
fundamental limits have been reached yet. The limits of photon energy cut-off are also an ongoing topic of study 
and single photon response has been observed out to 9.9 μm (Fig 1g) which is promising for a number of 
applications, including exoplanet transient spectroscopy. 
 

 
Fig. 1 (a) Jitter and (b) and internal quantum efficiency for an 
NbN nanowire for different wavelengths. Timing jitter 
histograms (c) and minimum values of jitter (d) achieved at 
different wavelengths for a 120 nm wide NbN detector. The 
saturation of jitter values in (a) and (d) suggest that external 
instrumental effects might contribute to the minimum values 
achievable. (e) Reconstructed profile of a small key achieved by 
scanned laser ranging over a table-top distance, using a low jitter 
NbN SNSPD and high-speed time-tagging electronics, 
demonstrating sub-millimeter resolution with as few as tens of 
photons. (f) The same low jitter SNSPD, allowing for 
waveforms as fast as 100 GHz to be captured. Small nanowire 
cross section and low-Tc WSi was used to demonstrate saturated 
internal efficiency for mid-IR light. 
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Superconducting nanowire single-photon detectors (SNSPDs) are a versatile class of superconducting 
single-photon detector with broadband sensitivity from the UV to the mid-infrared. System detection efficiencies 
of greater than 90% are typical in the near-infrared [1], with jitters on the order of 100 ps, maximum count rates 
of ~10 MHz, and dark counts lower than 10-4 cps [2]. Recently we have begun to develop large arrays of SNSPDs 
for applications in astronomy and chemical sensing in the mid-infrared (2 – 11 μm wavelength range) [3, 4]. The 
fabrication of these arrays has been made possible by drastic improvements in yield resulting from the use of 
amorphous superconducting materials such as WSi and MoSi.  

Here we report on the fabrication and characterization of a 32 x 32 SNSPD array (1024 pixels) with an 
active area of 1.6 mm x 1.6 mm (Fig. 1, left). Detection events from each of the 1024 pixels are read out using the 
“row-column” architecture on 32 row lines and 32 column lines. This architecture has been demonstrated 
previously by our group in a smaller 64-pixel array [5]. Each pixel of the array consists of a meandering WSi 
nanowire covering an area of 30 x 30 μm, with a pixel pitch of 50 μm, yielding a fill factor of 36%. The first array 
tested functioned as designed with a pixel yield of 99.4%. Measurements of the array were performed at a 
temperature of 730 mK on a He-3 sorption cooler and illuminated with 1550 nm light using free-space optics.  
Figure 1 (right) shows an image of a laser spot on the array imaged through a set of three short-pass filters mounted 
at the 40 K and 4 K radiation shields which block room-temperature blackbody radiation while maintaining high 
transmission at 1550 nm. Four dead pixels are evident in black, and two “hot” pixels with elevated count rates are 
evident in yellow in the first and last rows. Hot pixels are indicative of relaxation oscillations likely caused by 
fabrication defects or “constrictions” in those pixels. The total system detection efficiency is estimated to be 4% 
at 1550 nm. However, this array was not embedded inside of an optical stack to enhance absorption, which could 
significantly increase the system efficiency in future designs. A jitter of 250 ps was attained at the highest possible 
bias current, and the maximum count rate is estimated to be ~ 1 GHz. Although this array has not yet been 
optimized for the mid-infrared (2 – 11 μm wavelengths), we will also present preliminary results on optimizing 
single-pixel WSi SNSPDs for this region of the spectrum, demonstrating saturation of the internal detection 
efficiency up to a wavelength of 10 μm.  
 

     
Fig. 1: 32 x 32 row-column array. Left: Magnified optical microscope image of the array active area. Inset in the lower 
right shows several individual 30 μm pixels, vias, resistors, and wiring layers. Right: Log-scale image of a laser spot 
produced by the array. 4 dead pixels are evident in black, and 2 hot pixels are seen in the top and bottom rows.  
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We report the first superconducting nanowire single-photon detectors (SNSPD) on an integrated
silica platform. Four WSi detectors were deposited atop each of a set of waveguides inscribed
by direct-UV writing, each providing a weak measurement of the guided mode. The detectors
operated with a jitter of about 200 ps and a dead time of 180 ns, while the detectors each detected
approximately 0.12% of the passing light with a dark count rate of 0.4 s−1 operating at 1550 nm.

Fig. 1: (Left) The chip, as mounted ready for cooldown. Four SNSPDs are mounted on each of
four waveguides (Centre) Calibration curves for one waveguide. The plateau on the
right is the operating region. (Right) Dark count curves for the same waveguide.

The silica glass was deposited by flame hydrolysis deposition of a waveguiding and photosen-
sitive core layer onto silicon substrate with a thermal oxide layer acting as a bottom clad and
an air top clad. A 244 nm laser then inscribes the waveguides. The laser also inscribes Bragg
gratings in the sample via computer-controlled two-beam interference. The mode profile of the
waveguide was a compromise between coupling to fibre and the nanowires, leading to a theo-
retical coupling loss between the chip and fibre of 2.9 dB. We intend in future work to deposit
a glass top-clad over the nanowire layer, substantially reducing coupling loss, however this was
omitted here to reduce risk. In principle the coupling loss to fibre could be reduced to below
0.2 dB.

Atop these silica-glass waveguides SNSPDs can be deposited; these nanowires are identical
to NIST’s standard fibre-coupled WSi nanowire detectors, leading to a direct comparison of
performance. Each nanowire is a 16μm square meander of WSi deposited with the wires oriented
transversely to the waveguide.

One advantage of this geometry is that the detectors can be laid across a waveguide without
terminating it as the surface of the chip is flat. This allows multiple detectors to be multiplexed
on a single waveguide, as minimally shown here. This can either enhance detection efficiency
while providing number resolution—as each nanowire is unlikely to absorb multiple photons—or
could be used with cavity enhancement to provide spectral discrimination at several spectral lines
of interest. The cavities could be created by Bragg gratings surrounding the nanowire inscribed
simultaneously with the waveguide.

1
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The realization of large quantum-optic experiments carried out in photonic quantum circuits is undergoing a fast 
development, where the number of modes composing the optical circuit is constantly growing in size. In many 
applications, the on-chip detection of single photons is desired to avoid the fiber-to-chip coupling losses and to 
grant the scalability of the platform. In this work, we address the readout of several superconducting single 
photon detectors (SNSPDs) by proposing a novel multiplexing scheme [1] capable to operate more than one 
hundred detectors with only an output port.  
Fig. 1a) shows the photonic circuit employed for the implementation of the proof-of-principle of this scheme, 
where the light coupling is controlled by the input and out ports. Fig. 1b) and c) show the fabricated detectors, 
made of 80nm-wide NbN nanowires, with AuPd resistances in parallel of different values. Upon the absorption 
of one photon, the bias current is partially diverted in the parallel resistance and therefore the position of the 
firing detector is encoded in the amplitude height of the pulse generated from the SNSPD. At the output of the 
readout electronics, three pulses height are clearly visible (Fig. 1d): the pulses due to the firing of SNSPD1 (red 
squared), the pulses due to SNSPD2 (yellow squares) and finally the pulses due to the simultaneous firing of 
both detectors (purple squares), attesting a coincidence count. From the analysis of the noise sources in our 
scheme and the use of a cryogenic amplifier, we estimate that more than one hundred detectors can be read with 
only one coaxial cable. 
This result has a tremendous importance in the field of photonic quantum technologies, where in experiments 
like Boson Sampling, Quantum Walk and Photonic Quantum Computing, the increasing number of modes 
requires the readout of arrays of single photon detectors integrated on top of a photonic chip. Differing from 
previous works, we could implement this scheme directly on top of a photonic circuit thanks to its compactness 
and simplicity. Furthermore, the work provides a complete discussion of the scalability of the system for 
different electronic configurations, making the results exploitable for a broad audience with different needs. 
 
 

 
 
 

Fig. 1 a) SEM image of the photonic circuit employed for the characterization of the integrated amplitude multiplexing 
readout; with b) and c) are illustrated the 30um-long NbN SNSPDs with in parallel the on-chip AuPd resistances of 
different values. d) Oscilloscope trace of the output signals with three different pulse heights.  
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Energy efficiency per communicated bit will have the paramount significance for further advances in 
communication. Until recently, only classical methods were used for information exchange. Quantum mechanics 
allows measurements that surpass the fundamental sensitivity limits of classical methods, however it might not be 
obvious how to take the most advantage of quantum-enabled sensitivity for communication. We present the 
experimental implementation of the first communication protocol with coherent states of light that was created 
and optimized for quantum measurement at the receiver, [1]. 
Particularly, we found an encoding family whose quantum sensitivity limit (Helstrom bound) yields energy 
efficiency better than that of legacy classical protocols enhanced with quantum measurement for large 
communication alphabets M>4, i.e. when more than 2 bits are exchanged in one act of measurement. It is based 
on coherent frequency shift keying (CFSK) with optimized parameters of the alphabet states. The parameter space 
of CFSK contains frequency, phase shift detunings between the adjacent states. Note that CFSK parameter space 
includes a phase shift keying (PSK) protocol. PSK is popular for communication with light, because it readily 
lends itself to a simple, high-sensitivity classical discrimination measurement (homodyne receiver). A quantum 
measurement is required to improve sensitivity beyond the classical homodyne. A quantum receiver relies on 
adaptive displacement of the hypothesized most likely input state to vacuum, followed with single-photon 
detection. Unlike other quantum receivers, the CFSK receiver uses timestamps of photon detections for better 
sensitivity. 

 
Fig. 1 Left: experimental setup. Right: Experimentally obtained sensitivity of the CFSK M=8 quantum receiver showing 
sensitivity below the classical SQL for ideal detection (solid red line). The CFSK quantum bound, or Helstrom bound 
(black solid line). SQL of a classical receiver with the same system efficiency as our receiver, 75%, is shown (dashed red 
line). For context, theoretical bounds of PSK are also shown: SQL (dashed blue), Helstrom (solid blue). 

Classical sensitivity is bound by shot noise, known as standard quantum limit, SQL. For comparison with 
classical receivers, we find the most sensitive CFSK protocol parameters for idealized, classical receivers 
with unity system efficiency. Best attainable SQL is shown in Fig. 1 in solid red. We experimentally 
demonstrate sensitivity below this lowest classical bound for energy-efficient protocols with M=4 (not 
shown) and M=8 (Fig. 1). It is evident that our prototype receiver beats the best idealized classical receiver 
over the entire CFSK parameter space with as little as <1 photon per bit inputs. For further context, our 
CFSK if we compare our measurement to a classical measurement with the equal system efficiency, 75% 
(dashed red curve), our receiver demonstrates 5 dB improvement. And, obviously, our quantum receiver 
beats the SQL of PSK by more than 10 dB! However, our experimental results are less sensitive than 
Helstrom bound of PSK. We note that the difference between PSK and CFSK in sensitivity increases with 
increasing M. We expect that our receiver will experimentally surpass both classical and quantum 
sensitivity limits of the PSK. 
In conclusion, we present the first experimental implementation of a quantum receiver for the first 
communication protocol that was designed to maximize sensitivity gain from a quantum measurement. 
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In ultrafast optics and laser physics, the ability to measure the amplitude and phase of laser pulses on ultrafast 
timescales is essential for nonlinear optics and spectroscopy. Optical pulses can be produced on time scales much 
shorter than any photodetector response time, and consequently, the only thing fast enough to measure an ultrafast 
laser pulse is another ultrafast pulse. Techniques such as frequency-resolved optical gating [1] make use of 
nonlinear optical processes to measure and reconstruct ultrafast pulses. However, adapting them to quantum states 
of light is challenging due to the low power levels of single photons. In addition, the algorithms developed for 
laser pulses do not account for the possibility that photons can be entangled. New innovations are therefore needed 
to reconstruct the joint state of entangled ultrafast photon pulses.  
Recovering the phase of a field from intensity measurements in Fourier-related domains is known as a phase-
retrieval problem. In 1972, Gerchberg and Saxton provided a practical solution to this problem. They introduced 
an iterative algorithm to extract the complete wavefunction of an electron beam, including its phase, from intensity 
recordings in the image and diffraction planes [2].  
In our work [3], we implement a technique to recover the phase of ultrafast energy-time entangled two-photon 
pulses based on intensity measurements of the frequency and the arrival time. Inspired by Gerchberg and Saxton, 
we develop an algorithm based on a method of alternate projections that iterates between the frequency and time 
domains imposing the measured intensity constraints at each iteration. Measurements in frequency are performed 
with single-photon spectrometers and measurements in time are implemented via optical gating with an ultrafast 
optical laser pulse. 
 
 

 
 

Fig. 1 Phase reconstruction of energy-time entangled states. Reconstructed joint spectral phase for energy-time entangled photon pairs with (a) 
no added dispersion, (b) positive dispersion on the signal, (c) negative dispersion on the idler, (d) negative dispersion on both the signal and 
idler. Phase points outside the 2σ intensity contours are removed for clarity. We observe (a) a relatively flat phase variation, (b) a positive 
quadratic phase variation along the signal axis, (c) a negative quadratic phase variation along the idler axis, (d) and a negative quadratic phase 
variation along both axes. 
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Single photon and entangled photon pair sources are an essential component of QKD cryptographic systems. They 
are also at the heart of linear optical quantum computing integrated devices and distributed quantum computing 
schemes. For unattended long-life operation in potentially harsh environments, these devices shall contain the 
minimum number of optomechanical elements and moving parts, thus eliminating the risk of misalignment due to 
vibrations and/or temperature changes. Most single photon sources rely on the optical pumping of a two level 
system with a laser and of an accurate and delicate optical coupling between them. Thus, for the development of 
plug&play single photon sources, which are both alignment-free and vibration resistant, a good start would be to 
integrate the pumping source and the single photon source in a monolithic design. [1-3] 
In this work, we will present our design for such a plug&play device [1]. It is based on a vertical multijunction 
heterostructure comprising quantum dots and two separated electrical injection and electrical tuning regions in a 
bi-polar transistor configuration. The connection between them is purely optical and thus, it naturally avoids sheet 
resistance problems when applied to nanophotonic devices. We will show finite element simulations of different 
electrical and photonic designs together with results obtained in the first fabricated devices. Our initial prototypes 
show single photon emission with g2(0)<0.1 at injection currents as low as 100 mA/cm2 and fully linear conversion 
between electrical power and single photon flux. 
 

 
 
Fig. 1 Left: Single photon count rates for varying current applied to the device. Right: Second order correlation function for the negative 
trion. 
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Quantum dots are promising candidates to generate the single photons needed to implement quantum networks. 
Although quantum dot indistinguishable single photon sources have already allowed an exponential speedup of 
quantum optics experiments, such as Boson Sampling, so far only single photons emitted by one quantum dot 
source have been used. Indeed, it remains to demonstrate that this technology can be reproducibly fabricated for 
widespread applications, an important challenge since quantum dots show natura l inhomogeneity. In this 
presentation, we show that it is possible to produce multiple sources presenting homogeneous characteristics 
(operating at similar wavelengths, with comparable temporal shapes, and with consistently high efficiency, single -
photon purity and indistinguishability). We benchmark the performances of a dozen sources and highlight the path 
towards scaling up quantum dot single-photon technology to implement the fundamental blocks for the 
development of future large-scale quantum networks. 
 
Our sources are composed of quantum dots deterministically embedded in semiconductor micropillar cavities [1]. 
The quantum dot behaves as an artificial atom producing single photons that are efficiently collected by the cavity. 
We fabricate them in a deterministic and reproducible way, assuring high single-photon purity, indistinguishability 
and brightness [2]. 
 
We study two types of sources, corresponding to two optical transitions, based on either a neutral or a charged 
exciton. We discuss the physical phenomena at play rendering differences in single-photon source performance. 
We also propose new techniques to identify the source type and discuss how to improve their performances [3]. 
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Since its inception in 2012, Measurement-Device-Independent (MDI) Quantum Key Distribution (QKD) [1] (see 
also [2]) has grown into a well-established technique that features several remarkable properties: it overcomes all 
the implementation loopholes related to using sensitive detection apparatuses; it partially removes the restriction 
of a trusted-node architecture in a quantum network, using a single untrusted node (Charlie) to connect distant 
users (Alice and Bob); it improves the signal to noise ratio of point-to-point QKD, thus slightly extending its 
transmission range in the asymptotic scenario. 

The practicality of MDI-QKD has been convincingly proven in various experiments. Nevertheless, its overall key 
rate remains quite modest due to a coincidence detection Charlie has to perform on the two photons sent by Alice 
and Bob. Moreover, MDI-QKD key rate scales only linearly with the channel transmission , similarly to the 
direct-link QKD, while the presence of an intermediate node could lead, in principle, to a better scaling. Theoretical 
papers have shown that MDI-QKD endowed with a quantum memory has the potential to approach the scaling 
law of a single repeater, , but the realization of this proposal is still elusive (for a recent attempt see [3]). 

Recently, a far more efficient form of MDI-QKD named “Twin-Field” (TF) QKD has been introduced in [4]. This 
new technique inherits all the security-related benefits of MDI-QKD but, as an extra, it also features the single-
repeater scaling law  without employing a quantum memory, using only currently available technology. 
This makes it possible to overcome at long distance the Repeaterless Secret Key Capacity (RSKC) [5] (see also 
[6]), a bound that is unsurpassable with point-to-point QKD only. Overcoming this bound is the benchmark of a 
quantum repeater. Therefore, experiments performing TF-QKD beyond the RSKC limit [7]-[10], such as the ones 
in Fig..1, are considered the first realizations of an “effective quantum repeater” [11]. 

a           b       

c    d            

Fig. 1 – Four different experimental realisations of TF-QKD, an efficient form of MDI-QKD, in chronological order: a, Ref. [7] ; 
b, Ref. [8]; c, Ref. [9]; d, Ref. [10]. 

In this talk, I will introduce the TF type of MDI-QKD protocols and rationalise the recent literature in this rapidly 
evolving research area. Starting from observations on the requirements of practical implementation, I will move 
towards security proofs and experimental results that compose the current landscape of TF quantum cryptography.  
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Quantum key distribution (QKD) allows users to generate shared encryption keys that are guaranteed to be 
theoretically secure by the laws of quantum mechanics. Due to the use of dim optical pulses and losses in the 
quantum channel, there is a fundamental rate-distance limit in QKD that was thought to be unsurpassable with 
current technology [1].  The recent proposal of the Twin-Field QKD (TF-QKD) protocol [2] promises to overcome 
this limit and predicts the same square root dependence of key rate on channel loss that a quantum repeater offers, 
using twin light fields to carry quantum information. Here we provide the first experimental validation of this 
prediction by implementing TF-QKD over channel losses exceeding 90dB. This result was achieved through an 
interferometric setup where the two users phase encode and randomise light fields which are sent through two 
quantum channels for interference at a third untrusted node. The mutual phase of the light fields was locked with 
an optical phase-locked loop distributed between the two users, and the phase fluctuations due to the optical 
channel were stabilised through an active feedback system. The acquired key rates in the high-loss regime proves 
for the first time that the repeaterless rate-loss limit [3] can be experimentally surpassed.  
 

 
Fig. 1 TF-QKD key rates: Secret key rates are plotted against the channel loss (lower horizontal axis) and the 
corresponding ultra-low loss (ULL) fibre distance (upper horizontal axis). The markers show the acquired experimental 
data and the solid lines show results from simulations. The ideal repeaterless bound (dashed line) and the realistic one 
(dotted line) are plotted along with the key rates of the original TF-QKD protocol (red circles), the protocol in ref. [4] (blue 
triangles) and the protocol in ref. [5] (yellow square). The TF-QKD supremacy region is shaded in purple for conditional 
security and in green for unconditionally secure keys. 
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Random numbers are a fundamental resource for many different applications, ranging from simulations to
cryptography and tests of fundamental physics. Quantum random number generators (QRNG) offer a significative 
advantage over algorithmic and classical generators, where randomness is only apparent due to the determinism
of the underlying processes. However, practical QRNG need to trust their internal devices and their security can 
be fully compromised in case of imperfections or malicious external actions. On the other hand, Device-
Independent (DI) QRNG [1] don’t assume anything about the devices and offer the highest level of security. 
Unfortunately, their experimental implementation is highly challenging and their secure generation rate, around 
hundred of bits/s, is not sufficient in practical scenarios. A promising approach, that combines the speed of 
commercial QRNG and the security of DI-QRNG, is given by Semi-Device-Independent (Semi-DI) protocols:  
with respect to common trusted QRNG, they require weaker assumptions on the devices (e.g, only on the source 
or on the measurement side), but they can achieve a generation rate dramatically larger than DI-QRNG [2].

      Fig. 1 Schematic representation of the protocols. a) In [3] and [4] the conditional min-entropy is bounded using the EUP and the
measurements in two conjugate bases. b) In [2] and [5] the structure of the POVM bounds a priori the secure randomness.

Here, we describe a series of works [2,3,4,5] where different Semi-DI protocols are proposed and experimentally 
realized using photonic systems. These protocols exploit both discrete and continuous degrees of freedom of light 
to generate private randomness. In particular, these protocols do not assume anything about the source but require 
to trust the measurement apparatus. The protocol in [3] exploits the entropic uncertainty principle (EUP) to bound 
the number of secure random bits, expressed by the quantum conditional min-entropy. By measuring in two 
conjugate bases, the user can bound the purity of the unknown input state and so the quantum side information 
that an attacker could gain through purification. We experimentally implemented the protocol for both qubit and 
quart, encoded in the polarization degree of freedom of single photons. In [4] we extended the previous security 
proof to continuous degrees of freedom, such as the quadratures of the electromagnetic field, and the infinite-
dimensional entropic uncertainty relations. The untrusted incoming state of light was measured with a homodyne 
receiver, where the phase of the local oscillator was set to be either 0 or , in order to select the basis. The increased
dimension of the underlying Hilbert space, together with the availability of fast homodyne detectors, enabled us 
to reach a secure rate of 1.7 Gbps. In [2], we employed heterodyne detection in order to measure the two 
quadratures simultaneously. In this way, no active switching and input randomness was required, increasing both 
the performance and security respect the previous protocols. We exploited the structure of the POVM implemented 
by the heterodyne, and their link to the Husimi Q-function, to naturally bound the private extractable randomness.
Unlike previous secure QNRG, the amount of extractable randomness did not depend on the data, but only on the 
structure of the measurement. Thanks to these advantages, we could experimentally demonstrate a secure 
generation rate higher than 17 Gbps. Finally, in [5] we proposed a new method to generate and certify, in a Source-
DI way, an unbounded amount of randomness from a single qubit. In particular, we showed that for particular 
POVMS the amount of extractable randomness scales with the number of POVM elements. We experimentally 
implemented the protocol using single photon qubits and POVM with 3,4 and 6 outcomes.
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Time-correlated single photon counting wide-field Fluorescence Lifetime 
Imaging Microscopy
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Time-correlated single photon counting (TCSPC) is a widely used, sensitive, precise and robust technique to detect 
photon arrival times in fluorescence spectroscopy and microscopy. In confocal or multiphoton excitation 
fluorescence microscopy, it is often implemented with beam scanning and single point detectors. However, we 
have implemented a camera-based wide-field TCSPC method, where the position and the arrival time of the 
photons are recorded simultaneously. This has some advantages for certain types of microscopy.[1, 2]

We employ a photon counting image intensifier in combination with a 1 MHz frame rate CMOS camera, thus 
combining an ultra-fast frame rate with single photon sensitivity. Compatibility of this method with live-cell 
imaging was demonstrated by imaging europium-containing beads with a

[3, 4] Moreover, the 
invariant phosphor decay of the image intensifier screen can be used for accurate timing of photon arrival well 
below the camera exposure time. By taking ratios of the intensity of the photon events in two subsequent frames, 
decays of ruthenium and iridium-
frame exposure time (54 kHz camera frame rate), including in living HeLa cells.[5] These approaches bring 
together advantageous features for time-resolved live cell imaging such as low excitation intensity, single photon 
sensitivity, ultra-fast camera frame rates and short acquisition times.

We also report on nanosecond fluorescence lifetime imaging (FLIM) microscopy based on a 40 mm diameter 
crossed delay line anode detector with picosecond time resolution, where the readout is performed by three 
standard TCSPC boards.[6, 7] We apply this wide-field TCSPC detector to FLIM of cells labelled with membrane 
dyes imaged with a TIRF microscope. Moreover, we demonstrate FLIM lightsheet microscopy with this detector.
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Entangled two-photon absorption and the quantum advantage in sensing 
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Two-photon absorption is a well-studied process, also well-known for its quadratic dependence of the absorption 
rate on the input flux, and thus for its inefficiency – typical two-photon absorption cross-section values for different 
materials are about 10−50 cm4 s photon−1, requiring high power laser pulses to compensate it. It automatically 
excludes samples with the low damage threshold from consideration. 
More recently, the concept of entangled two-photon absorption (ETPA) has been proposed, which predicts a linear 
dependence of its rate on the pairs flux in the low-power regime [1,2], and provides a tool to overcome this obstacle 
– linear process is obviously more efficient than quadratic, althought this presents new challenges for collecton 
and detection of the signal. To show this signature, the ETPA induced fluorescence intensity of Rh6G in an ethanol 
solution was measured as a function of 1064 nm spontaneous down-converted (SPDC) Type-0 pairs flux and Rh6G 
concentration (Fig. 1). The corresponding Rh6G ETPA cross-sections for the mentioned wavelength were also 
determined for Rh6G first time. 
 

 
Fig. 1 The dependence of Rhodamine 6G ethanol solution fluorescence on the input flux for different concentrations: 
110mM (circles); 4.5 mM (squares); 38 uM (triangles). 

 
To clarify the role of entanglement in ETPA and its possible influence on the applications, we studied the 
dependence of the fluorescence intensity on a relative time delay and polarization angle of the SPDC pairs. This 
let us demonstrate, first to our knowledge, reliable data for ETPA in molecular systems and rule out all degrees of 
freedom, which seem not to contribute to ETPA-induced fluorescence. 
The developed methods have possible applications in sensing, spectroscopy, imaging and fluorescence 
microscopy, especially for biological objects in vivo and in vitro, due to absence of any possible damage 
for the typical SPDC fluxes and unique combination of sharp temporal response and penetration depth, 
typical for pulsed two-photon absorption systems and high spectral resolution inherent to continuous-wave 
systems [3,4]. 
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Towards General-Purpose Passive Imaging with Single-Photon Sensors 
 

Atul Ingle, Andreas Velten*, Mohit Gupta* 
University of Wisconsin-Madison, Madison, WI, USA 

 
Single-photon avalanche diodes (SPADs) are an emerging sensor technology with a unique ability to detect 
individual photons with very high timing resolution. Due to these capabilities, SPADs are becoming increasingly 
popular in low light and active imaging applications such as LiDAR and fluorescence lifetime imaging 
microscopy. In this work we propose a new imaging modality that uses SPADs in a different way. We operate a 
SPAD passively, in ambient illumination, without any active light source to capture 2D intensity images. We call 
this new imaging modality passive free-running SPAD (PF-SPAD) [1]. 
 

Dynamic Range of a PF-SPAD: A PF-SPAD pixel is operated like a conventional sensor pixel where it 
accumulates a photon count over a fixed exposure time. Unlike a conventional image sensor pixel, the output of a 
PF-SPAD is a non-linear function of the incident flux and does not suffer from a hard saturation limit. This enables 
a PF-SPAD to operate at much higher flux levels than previously thought possible. When combined with its ability 
to operate in extremely low flux levels, a PF-SPAD pixel achieves extremely high dynamic range as shown in Fig. 
1 (a). Observe the graceful drop in SNR at high flux levels which extends the PF-SPAD’s dynamic range by several 
orders of magnitude. Figs. 1 (b-d) show experimental results from our single-pixel raster-scanning PF-SPAD 
hardware prototype with a dead-time of 150 ns. The PF-SPAD captures the extreme dynamic range (>106:1) of 
this table-top scene in a single exposure. 
 

PF-SPAD vs. Quanta Image Sensor (QIS): A QIS uses photon counting and spatial oversampling with sub-
diffraction-limit-sized pixels to obtain a non-linear (logarithmic) response curve [2]. The key distinction is that a 
QIS has a pre-defined frame rate at which the binary frames of photon counts are read out. A PF-SPAD pixel, on 
the other hand, is asynchronous by virtue of being photon-driven. This enables a PF-SPAD to adaptively reject a 
fraction of the incident photons, proportional to the incident photon flux, thus providing an even higher over-
exposure latitude than a QIS’s logarithmic response [3]. 
 

Challenges: SPAD technology is still in a nascent stage and cannot compete with CMOS and CCD array sensor 
technology for general-purpose passive imaging. Our work makes a case for developing high-resolution 
photolithography and 3D stacking techniques to realize high-fill-factor megapixel SPAD arrays with in-pixel 
timing and counting electronics with fully parallel readout. This will have implications for a wide range of 
applications including consumer photography, scientific imaging and machine vision that deal with extreme 
variations in scene brightness.  
 

 
Figure 1 Experimental Results with our PF-SPAD Hardware Prototype: (a) SNR comparison with a conventional 

sensor pixel. (b-c) A conventional camera needs at least two exposures to reliably capture the bright filament and the dark 
text in this high dynamic range. (d) The PF-SPAD sensor simultaneoulsy captures extremely bright and extremely dark 

scene points in a single 5 ms exposure. 
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Efficient Confocal Non-Line-of-Sight Imaging

David B. Lindell1, Matthew O’Toole2, and Gordon Wetzstein1

1Department of Electrical Engineering, Stanford University, Stanford, CA 94305, USA
2Robotics Institute and Department of Computer Science, Carnegie Mellon University, PA, Pennsylvania 15213, USA

Non-line-of-sight (NLOS) imaging enables new capabilities in a wide range of applications including autonomous

vehicle navigation, remote sensing, medical imaging, and 3D scene understanding, among others. Recent approaches

to solving this problem use time-resolved photodetectors and ultrafast pulsed lasers to measure the time it takes for a

pulse of light to travel to a visible wall, scatter to a hidden object, and scatter back to the wall (cf. Fig. 1). Sensitive

single-photon detectors are especially useful for this task because they capture the extreme low signal of backscattered

photons from the hidden object. By capturing measurements at multiple scanned locations on the wall, the 3D geometry

of the hidden object can be recovered.

Capturing and reconstructing NLOS scenes is challenging because the signal of interest from multiply scattered light

is incredibly faint. Furthermore, recovering the hidden 3D geometry requires solving a large-scale inverse problem,

which usually becomes prohibitive for measurements captured at high resolution or for large scenes. Moreover,

NLOS light transport models usually make restrictive assumptions that the hidden objects are Lambertian (diffuse) or

retroreflective. As a result, NLOS imaging has mostly been limited to small, simple scenes with limited reflectance

properties reconstructed at low resolution.

We introduce efficient methods [1, 2] for NLOS imaging based on a confocal sampling scheme. Here, the laser

and detector share an optical path, illuminating and imaging the same points on a visible wall. While non-confocal

techniques are commonly employed to prevent saturating the detector with light returning directly from the wall

(inhibiting observation of the indirect light), we find that confocal sampling is achievable and enables highly-efficient

reconstruction methods. Using confocal NLOS imaging techniques, we demonstrate NLOS imaging of room-sized

scenes with complex reflectance properties (shown in Fig. 1), and NLOS imaging at real-time rates and outdoors.

Fig. 1. Overview of confocal NLOS imaging. (Left) A confocal NLOS imaging system illuminates and images a point on a wall, measuring the

time it takes for light to travel to the wall, and scatter to the hidden object and back. (Right) Scanning a grid on the wall produces a 3D measurement

volume which captures indirect lighting effects and 3D geometry. (a-b) A disco ball in the hidden scene results in bright spots in a y-t slice of the

captured time-resolved measurements. (c) The reconstruction of the confocal measurements reveals the geometry of the hidden scene.
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Realtime photon-number resolution.  Transition-edge sensors (TES’s) are are extremely sensitive calorimeters able 
to measure energies of the order of a few electronvolts. They are now well-known in the quantum technology 
community because of their superb combination of high-efficiency— higher than 95% for photons in the near 
infrared range [1]—essentially zero dark counts, and photon-number resolution. One of the main challenges when 
working with TES’s is to extract the photon-number information from the continuous output signal of the detectors. 
The usual procedure is to accumulate signals over some time—typically 100 GB in 20 minutes or so—and then 
use post-processing techniques to obtain photon-number resolution from the recorded signals [2]  
   Here we introduce an FPGA circuit that analyses TES signals in real-time—recording only specific 
characteristics such as signal area, height, and length—allowing near realtime photon-number resolution and 
reducing the memory requirements by orders-of-magnitude. Using this new capability, we are able to optimise the 
number-resolution of the detector to the range we are interested in for each new experiment. 
   In a preliminary study, we calibrated the 
TES with a weakly-pulsed 820 nm diode laser, 
and using just the area data from the FPGA 
were able to distinguish up to 15 photons, 
correctly assigning photon numbers with 
certainties higher than 95%. Defining  to be 
the probability of assigning photon number n 
to a measurement of Fock state f, we measured 

, , & 
; retaining high certainty 

even at large n, e.g. , 
, , and so on. These 

certainties were achieved by just using signal 
area, accuracy can be further improved using 
the other digitized characteristics, such as 
signal height and risetime. 
 
Imaging via counting. It is well known that there are physical limits to the precision with which an image can be 
formed. There are ways in which this limit can be circumvented, for example using super-resolution techniques 
that exploit the physical structure of the object, or object illumination with entangled states of light. However, in 
many applications—for example when the object is very far away—we cannot directly interact with the object, or 
illuminate it with entangled light: the quantum state of the light field is all that is accessible to the observer. Given 
a finite size imaging system in the far field—i.e., systems with a finite effective numerical aperture—we show the 
best way to extract the spatial characteristics of the light source. 
   We implement a general imaging method by measuring the complex degree of coherence using linear optics and 
photon-number-resolving detectors. In the absence of collective or entanglement-assisted measurements, our 
method is optimal over a large range of practically relevant values of the complex degree of coherence [3]. We 
measure the size and position of a small distant source of pseudo-thermal light, and show that our method 
outperforms the traditional imaging method by an order of magnitude in precision. Additionally, we show that a 
lack of photon-number resolution in the detectors has only a modest detrimental effect on measurement precision, 
further highlighting the practicality of this method as a way to gain significant imaging improvements in a wide 
range of imaging applications. 
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Integrated Homodyne Detection for Large Scale Silicon Quantum 
Photonics 
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Silicon quantum photonics is emerging as a sophisticated platform to perform quantum information technology 
demonstrations and quantum optics experiments [1]. Recent efforts have brought together on-chip generation of 
correlated photon pairs using four-wave mixing, with the inherent stability of nested interferometers to program 
electrically the manipulation quantum states to implement large scale quantum optics experiments [2]. For 
example, one such recent device is a fully programmable two-qubit quantum processor that comprises more than 
200 photonic components, and was used to implement 98 different two-qubit unitary operations (with an average 
quantum process fidelity of 93.2±4.5%), demonstrate a two-qubit quantum approximate optimization algorithm, 
and simulation of Szegedy directed quantum walks [3].  
 
A requirement of any integrated quantum optics platform is the integration into the monolithic architecture of 
methods to measure quantum states and characterise quantum processes. To this end, we will discuss efforts to 
realise homodyne detection integrated with silicon-on-insulator quantum photonics in large-scale photonic 
circuits. We report measured performance characteristics that are sufficient to perform quantum optics 
experiments [4]. We will discuss how these performance characteristics can be improved by use of integrated 
electronics to perform the low noise amplification component of the detector, and we will show how this may 
perform beyond the state of the art with bulk optics and discrete electronics.  
 
 
 
 

 
 
 

Fig. 1 (a) Cartoon of integrating the photonics for a homodyne detector, taken from [4]. Germanium-Silicon photodiodes 
are fabricated as part of the monolithic chip. Electronics perform substruction and amplification, for device characterisation 
and tomography. The device reported in [4] used discrete electronics to implement the transimpedence amplifier and 
demonstrated a detector bandwidth of ~150MHz, with shot noise clearance of 11dB. (b) A new device that we will report in 
our presentation. (i) The silicon chip hosts the photonics for a homodyne detector (ii), simular to (a). This chip is wire-
bonded to integrated electronics chip (iii) to improve bandwidth to O(GHz). 
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Femtosecond laser micromachining (FLM) [1] is a powerful technique that allows rapid and cost-effective 
fabrication of photonic integrated circuits, even when a complex 3D waveguide geometry is required. Such circuits 
are today widely exploited in diverse single-photon applications, ranging from photonic boson sampling [2] to 
quantum interferometry [3]. Among the features of these devices, it is worth mentioning the possibility to 
dynamically reconfigure the circuit by thermal phase shifting [4], a technique exploited to extend the capabilities 
of the device and to allow the implementation of different single-photon experiments [3]. However, integrated 
microheaters dissipate more than 500 mW to induce a 2π phase shift in FLM devices operating at telecom 
wavelength (i.e. 1550 nm) [4]. Such a high value prevents the integration of more than a few microheaters on the 
same chip, thus strongly limiting the complexity of the circuit. 
In order to cope with this problem, we devised a new fabrication process able to reduce the power dissipation for 
a given phase shift of more than one order of magnitude, with no compromise either on the compactness or on the 
optical performance of the circuit. Thanks to a water-immersion fabrication setup, we demonstrate high-quality 
single-mode waveguides (0.29 dB/cm propagation losses and 0.27 dB/facet coupling losses at 1550 nm) in a 
borosilicate glass (Corning Eagle XG), fabricated along with isolating microstructures that are realized by water-
assisted laser ablation of the substrate [5]. More specifically, two different structures are presented: isolation 
trenches on the sides of the heated photon path and a bridge waveguide (i.e. a structure similar to the former one, 
but in which the ablation is performed also under the optical path, see Fig. 1, on the left). 
Both the strategies are employed for the fabrication of compact reconfigurable Mach-Zehnder interferometers 
(MZIs) having 127 μm interwaveguide pitch and whose microheaters are fabricated with Cr/Au, following the 
design guidelines reported in [6]. The experimental characterization shows a power dissipation for a 2π phase shift 
never attained before with FLM devices. On the one hand, interferometers featuring isolation trenches show a 
reconfiguration period down to 57 mW. On the other hand, bridge waveguides result in a further improvement, 
with a 2π phase shift that can be induced with an electrical power as low as 37 mW (Fig. 1, on the right). These 
results will lead to a steep increase of the device complexity attainable with the FLM technology, opening up new 
scenarios in both quantum information and quantum sensing applications. 

 
 

 

 

 

 

 

 

 

Fig. 1: On the left, 3D section of a MZI featuring a bridge waveguide under a Cr/Au microheater. On the right, optical power transmitted 
through a reconfigurable MZI featuring a bridge waveguide: a complete shift is achieved for a dissipated power as low as 37 mW. 
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The ability to extract multispectral data from single-photon imaging systems is one which is of great interest 
in many areas of research including remote depth profiling, fluorescence lifetime imaging and astrophysical 
spectroscopy. Various approaches have been made to obtain multispectral information from single-pixel 
single-photon avalanche diode (SPAD) based systems, for applications including target identification [1] 
and physiological differentiation of arboreal samples [2], often using multi-shot approaches such as filter 
wheels [3], or requiring incident light to be split into its component wavelengths and directed to different 
detectors [4]. The development, and increased usage, of large format SPAD arrays, with 32 × 32 formats 
becoming relatively common, presents the opportunity to dramatically increase the speed with which 
images can be acquired and allows new methods of multispectral differentiation to be developed. While 
mosaic filtering is a relatively common approach to colour imaging in CCD cameras, the use of mosaic 
filters with SPAD arrays is more difficult, due in part to the relatively low transmission of typical filters. 
The ever shrinking pixel pitch of SPAD arrays makes fabrication of traditional thin-film based filters 
challenging, and the multi-stage processes required increase the likelihood of fabrication and alignment 
errors on this small scale. 

We present the first realisation of a mosaic filter array integrated with a SPAD array. The mosaic filter 
array is fabricated in a single-step process utilising an e-beam written plasmonic metasurface which permits 
high efficiency transmission. A 4-f optical system is used to image colour targets, with a bespoke 
reconstruction algorithm used to reconstruct full colour images. The filters, once integrated with a SPAD 
array, achieved a maximum transmission of ~40% at four wavelengths representing red, yellow, blue and 
NIR. Filters were bonded to two CMOS Si-SPAD arrays, a 32 × 32 and a 64 × 64 array. Our bespoke 
algorithm was able to reconstruct colour images of a four colour target using single-photon counting. 

 The ability to fabricate high efficiency mosaic filter arrays in a 
single step, combined with the technology to quickly and 
accurately bond the filter to a SPAD array, opens up a host of 
opportunities for full colour, high-speed, single-photon imaging 
which could revolutionise the sector. 
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Figure 1: Reflection micrograph of four-
colour mosaic filter at x50 magnification 
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When a fault-tolerant computer will be available, the classical encryption/decryption methods will no longer be 
secure. Quantum communications and quantum Key Distribution (QKD) have made large progress over the last 
20 years but are still challenged by major barriers. In particular, low-cost and scalable integrated technology will 
be required to build QKD-secured fiber-based quantum communication networks compatible with the existing 
fibre infrastructure and the co-existence with classical channels.  

Silicon photonics based on CMOS technology is very attractive to build compact, low-cost and scalable quantum 
photonics integrated circuits addressing the requirements of (Measurement) Device Independent (MDI) QKD 
protocols. Silicon photonics technology has now reached a high level of maturity for datacom and telecom 
applications with the development of high-speed and energy efficient optical transceivers. For this purpose, we 
have developed a full library of components, and associated technology on 200 mm SOI substrates, for efficiently 
coupling/decoupling light to/from a silicon photonics chip, for multiplexing several wavelength channels, for high-
speed modulation and detection at 50 Gb/s and for integrating hybrid III-V/Si laser sources using direct bonding 
[1]. Recently, ultra-low loss monomode silicon waveguides below 1 dB/cm were achieved thanks to hydrogen 
annealing after etching to reduce the roughness of the walls [2]. 

Building further on this platform, we aim at developing a versatile Q-grade platform for fully integrated quantum 
transmitters and receivers based either on superposition or entanglement approaches and combining both quantum 
and classical channels [3]. For the superposition approach, we are developping hybrid III-V/Si lasers, high-
rejection filters and variable optical attenuators to generate weak coherent pulses (WCPs). As a preliminary result, 
we show the experimental observation of Hong-Ou-Mandel interference with 46% visibility between WCPs 
generated by two independent III-V/Si integrated lasers emitting around 1550 nm wavelength. For the 
entanglement approach, efficient sources of photon pairs based on spontaneous four-wave mixing, possibly 
integrated with hybrid III-V on Si pump lasers, and high rejection pump filters are required. As a first step, we 
demonstrate high-Q micro-ring resonators (loaded Q factor around 4.105) generating heralded photon pairs at a 
rate of 3.1 MHz for 136 μW pump power.  

For both approaches, we are also developing high quality NbN superconducting material on our 200 mm platform 
to build single photon detectors.  
These results pave the way for a fully Q-grade silicon photonic platform on 200 mm or 300 mm SOI substrates for 
future complex integrated quantum transmitter and receiver circuits meeting the requirements of advanced QKD 
protocols.  
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Demonstrating a quantum advantage is the next major milestone in experimental quantum information 
processing. In photonics, this takes the form of boson sampling [1], where a set of single photons are sent 
through a linear unitary network followed by single photon detection. Under reasonable complexity-
theoretic assumptions, the problem of sampling from the output distribution of such a device is believed to 
be hard. 
 
However, pure on-demand single photons are not readily available. This has led to the proposal of variants 
of boson sampling, where different quantum states are sent to the interferometer. One leading contender is 
Gaussian boson sampling (GBS), which involves sending two-mode squeezed states to a linear 
interferometer and performing photon counting at the output. Unlike regular boson sampling, there is no 
general hardness proof for GBS: all hardness proofs work by reduction to specific (exponentially unlikely) 
cases.  
 
A further problem is the sensitivity to noise. A quantum advantage demonstration is only meaningful if a 
realistic implementation cannot be simulated by an algorithm that somehow uses the noise in the system to 
achieve an classically efficient simulation. The two main sources of noise in a boson sampler are photon 
distinguishability and optical loss.  
 
In recent work [2 3], we outlined a strategy to simulate boson sampling in the presence of imperfections, 
including distinguishability and loss. We showed that for any level of imperfections, boson sampling is 
efficiently classically simulable above some given size of the boson sampler. Using this result, we computed 
the quality of optical components (sources, detectors, interferometers) required to outperform a 
supercomputer (and hence demonstrate a quantum advantage) using photonics.  
 
In this presentation, I will review these results, and show their extension to arbitrary input quantum states, 
including Gaussian states. I will present 3 results: first, I will  show that for weak squeezing, Gaussian 
boson sampling passes our hardness test. Second, I will show that strong squeezing also constitutes an 
imperfection, due to emission of double photon pairs. I will give an upper bound on the permissible level 
of squeezing in Gaussian boson sampling. Third, I will show that Gaussian boson sampling is at least as 
susceptible to noise as regular boson sampling.  
 
These results show that while the hardness of Gaussian boson sampling remains unproven in the general 
case, there is at least some evidence of hardness using the latest simulation techniques. Furthermore, these 
results show that while Gaussian boson sampling successfully solves the problem of lack of deterministic 
single-photon sources, it inherits the strong noise sensitivity of regular boson sampling. I will discuss what 
these results imply for the amount of experimental resources necessary to demonstrate a quantum advantage 
using Gaussian states. 
 
 
 
References 
[1] S. Aaronson, A. Arkhipov, Theor. Comput. 9 143–252 (2013). 
[2] J.J. Renema et al, Phys. Rev. Lett. 120 (22), 220502 (2018). 
[3] J.J. Renema, V. Shchesnovich, R. Garcia-Patron, arXiv: arXiv:1809.01953 (2018). 

59



Light sources characterisation and optical modes reconstruction

I. P. Degiovanni1, P. Traina1, E. Moreva1, J. Forneris2, F. Piacentini1, S. Ditalia Tchernij3, E. Bernardi1, G. Brida1, I. 
Burenkov4, E. A. Goldshmidt5, S. V. Polyakov4, P. Olivero3, M. Genovese1

1INRIM, Strada delle cacce 91, 10135 Torino, Italy
2 Istituto Nazionale di Fisica Nucleare (INFN) Sez. Torino, 10125 Torino, Italy

3 Physics Department and “NIS” inter-departmental Centre–University of Torino, 10125 Torino, Italy
4 National Institute of Standards and Technology, Gaithersburg, MD, USA

5 Army Research Laboratory, Adelphi, MD, USA

In single-photon metrology [1] the characterization of the emission statistics of the sources in order to quantifying 
the non-classical properties is of the utmost importance, i. e. the quality of the single photon state produced. This 
is particularly relevant in quantum cryptography, where uncontrolled fluctuations in the number of photons may 
open serious security issues. The most used parameter for this characterization is the second order Glauber’s 
correlation function (g(2)) [3], which, despite having the advantage of being independent of the quantum efficiency 
of the detectors, has also several drawbacks, especially when one aims at the characterization of clusters of emitters 
or single emitters in noisy background. For these systems, new tools based on parameters that are resilient to noise 
and exploiting multifold coincidence events are being proven to be effective in specific contexts.  In this framework 
we will report on the first experimental demonstration of a recently proposed criterion (Filip’s 
addressed to detect nonclassical behavior in the fluorescence emission of ensembles of single-photon emitters 
(applied in particular to clusters of Nitrogen-Vacancy centres in diamond) [5]. In a nutshell, the difference between 
the Glauber’s and the Filip’s functions is that the former relies on the multi-detection of photons in coincidence, 
while the latter relies on simultaneous “non-detection” of photons. We will introduce simulation results on the 
application of a novel technique exploit
simultaneously to entirely reconstruct the modes hidden in more complex optical fields such as, e.g., single photon 
sources in a noise-bath. This mode reconstruction method is based on optimisation algorithms requiring as input 
data, as said, higher order Glauber’s and Filip’s functions (that are somehow connected to high order moments of 
the statistics of the input photons), whose associated uncertainties increase with the order. We show that the use 

order necessary to carry on the reconstruction, hence improving its performances.   
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Uncertainty is an essential feature of quantum mechanics, which underlies the quantum measurement and the

emerging quantum information science and is best reflected in the joint measurements of a pair of noncommu-

tative observables Â and B̂. For sequential (or joint) measurements which is an important aspect of the quantum

uncertainty principle, a simple and intuitive tradeoff between the error ε(Â) and the disturbance η(B̂) has re-

mained a long sought goal. Heisenberg’s intuition, ε(Â)η(B̂) ≥ 1
2 |〈[Â, B̂]〉| [1], was negated in the experiments.

Here, we show that the error and disturbance quantified by the statistical distances of probability distributions in

the sequential measurements are naturally constrained by a triangle inequality for statistical distance. This relation

satisfies the natural and significant requirements for operational error and disturbance, is free of the shortcomings

of Ozawa’s relation and state-dependent [2].

Consider a given quantum state ρ and two observables, Â = ∑
i

aiÂi and B̂ = ∑
i

biB̂i, where {Âi} {B̂i} and {ai}
and {bi} are the projective measurements. pai = 〈Âi〉 (pbi = 〈B̂i〉) is the measurement probability with respect

to {ai} ({bi}). We define the statistical distance, ζÂB̂ := ∑
i
|pai − pbi|. In the general measurement model, we

introduce {M̂i} on the meter state, Ĉi = Û†(Î⊗ M̂i)Û and D̂i = Û†(B̂i ⊗ Î)Û are general measurements associated

with Â and B̂, with the probabilities pci = 〈Ĉi〉 and pdi = 〈D̂i〉. We define the error and disturbance as ε(Â) =
ζÂĈ = min∑

i
|paσ(i)− pci| and η(B̂) = ζB̂D̂ = min∑

i
|pbσ(i)− pdi|. Assume ε(Â) = ∑

i
|pai− pci|= ∑

i
|paσ(i)− pcσ(i)|

(similarly for η(B̂)), we define ξG,max = maxξG = max |∑
i
[|paσ(i)− pbi|− |pcσ(i)− pdi|]|, where the minimization

(maximization) takes over all index permutations σ(i) of i. We then reach the following theoretical result:

Theorem. The sequential measurements associated with observables Â and B̂ satisfy the following error-

disturbance tradeoff,

ε(Â)+η(B̂)≥ ξG,max. (1)

We present an experimental verification of relation (1) with the measurements of a pair of noncommutative

Fig. 1: (A) Quantum circuit model of measuring observable X̂ (Ẑ) with (without) applying Hadamard gates Ĥ. The system qubit |Φ〉s = cosα |0〉s + eiφ sinα |1〉s
is sequentially coupled (via a unitary operation ÛC) to a probe qubit, |Φ〉p = γ |0〉p + γ̄ |1〉p, and a meter qubit, |Φ〉m = cosθ |0〉m + sinθ |1〉m, with measurement
outcomes zp, zm and xs, respectively. (B) Experimental schematics. we encode the system, probe and meter qubits using the polarization and path degree-of-

freedoms of single photons, respectively. The unitary coupling ÛC is implemented by a Sagnac interferometer. Pol: polarizer, ATT: attenuator, QWP (HWP):
quarter (half) wave plates, PBS: polarization beam splitter, Quartz: quartz plate, HWP@45 (22.5): A HWP is set to 45◦(22.5◦) oriented from the vertical, D: single
photon detector. (C) Experimental measurements of the LHS and RHS of relation (1). From (a) to (d), θ in the measurement strength cos2θ is set to 0◦, 9◦, 18◦,
and 27◦, respectively. We set γ = 0.766. LHS: red, RHS: blue. Dashed line: ideal theory, smooth line: theory corrected with the imperfection in PBS, circles and
dots: experimental results.The error bars stand for one standard deviation, assuming Poissonian statistics.

Pauli operators Â = Ẑ and B̂ = X̂ on a photonic qubit system. The quantum circuit and experimental setup are

given in Fig. 1(A) and Fig. 1(B), respectively. As shown in Fig. 1(C), for the linearly polarized system qubit,

|Φ〉s = cosα |0〉pol + sinα |1〉pol , we vary the linear polarization of system qubit and the measurement strength.

we plot the values of the left and right hand side (LHS/RHS) of relation (1). They generally coincide with each

other with a few exceptions that the LHS and is greater than RHS. By incorporating the imperfection of PBS, we

theoretically reproduce the experimental observations, hence verifying the error-disturbance relation (1) [3].
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The infrared (IR) spectroscopy and imaging are used for many applications, including sensing, bio-imaging. 

Recently, an approach to the IR metrology was suggested, which is based on using optical instruments for the 
visible range [1, 2]. The idea is to use the nonlinear interference of spontaneous parametric down conversion 
(SPDC) radiation from two nonlinear crystals set into a common pump beam. The SPDC photon pairs are 
generated in non-degenerate regime, where signal and idler SPDC photons have visible and IR range wavelengths, 
respectively. Both signal and idler SPDC photons propagate thought the gap between crystals, where a medium of 
interest can be inserted. The interference of the signal SPDC photons in such scheme depends on the phase and 
amplitude of the idler photons as well. As a result, absorption and refractive index of the sample in the IR-range 
can be inferred from the interference pattern of visible photons. 

In the current work we demonstrate the method of IR metrology using a nonlinear Michelson 
interferometer, where only one nonlinear crystal in used and SPDC photons can be generated at the forward and 
backwards paths of the pump beam though the crystal (see Figure 1a). The signal and idler SPDC photons are split 
into different paths (visible and IR) in the interferometer, and sample under study is placed in the path of idler 
photons only. Current configuration of the interferometer allows multiple type of measurements, including IR 
spectroscopy [3], IR optical coherence tomography (OCT) [4], IR imaging and IR polarimetry [5]. Figure 1(b-d) 
demonstrates results for the IR spectroscopy, IR OCT and IR imaging, respectively. The demonstrated technique 
of the IR metrology shows good agreement of the measurements with theoretical values, which promotes the 
possibility of the practical applications of the method. 

 
Figure 1: (a) IR spectroscopy of a polydimethylsiloxane (PDMS) sample. Blue points show the data obtained in our measurements, pink curve 
indicates the data measured by conventional method. Top abscissa indicates the detected wavelengths at the visible range; bottom abscissa 
shows their conjugate wavelengths at the IR range. (b) IR OCT of the Silicon plate, where interference peaks correspond to the reflecting 
surfaces of the sample. (c) IR point-by-point imaging of an interface of the sandwiched sample: resolution test target with the Silicon plate in 
front. Insert shows the image of the resolution test under the standard visible range microscope. The color scale indicates the intensity 
reflectance. 
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The non-linear optical process of parametric down-conversion (PDC), which produces twin beams with strict

photon-number correlation, is nowadays routinely employed for preparing heralded quantum states of light, like

single photons. Often, however, experimental imperfections degrade these states and therefore, accurate methods

for predicting and measuring their characteristics are utterly important. Here, we employ the normalized higher-

order moments combined with a loss-tolerant measurement of the mean photon-number of the studied state for

reconstructing the photon-number parity via the moment generating function [1].

For that purpose, we investigate the heralded single-photon state preparation via PDC. We start by theoretically

predicting the photon-number parity of the heralded states in terms of the heralding efficiency and the mean photon-

number of the PDC emission as shown in Fig. 1(a). To find the most profitable combination of the photon-state

preparation and manipulation parameters we also calculate the probability, at which the desired state is heralded

as shown in Fig. 1(b). We then produce broadband type-II PDC emission in the telecom C-band from a ridge

Bragg-reflection waveguide (BRW) made of layered AlGaAs compounds and record the joint photon statistics of

the emitted twin beams with two transition-edge sensors, being true photon-number resolving detectors [2,3]. We

then extract the normalized second-order moment of the heralded single photons shown in Fig. 1(c). Due to ex-

perimental imperfections, our BRW source is suitable for the heralded state preparation only at low pump powers,

where the mean photon-number of the PDC emission is low. Thereafter, we take use of the moment-generating

function to access the negative photon-number parity of the heralded single photons in a loss-tolerant fashion as

illustrated in Fig. 1(d). We further provide boundaries for the successful state reconstruction region limited by the

highest experimentally resolved photon number. Our results show, that a good control of the parameters involved

in heralded state’s production is needed to suppress the undesired higher photon-number contributions. We believe

that our method can be employed to characterize other photon-number states and can also be implemented with

bucket detectors.
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Figure 1: Theoretical prediction of (a) the photon-number parity of heralded single photons and (b) the probability

of their successful heralding in terms of the heralding efficiency η and the mean photon-number of the multimode

PDC emission 〈ñ〉 as well as the experimentally measured values (symbols) for the heralded state state characteris-

tics described by (c) the normalized second-order moment g(2) in terms of pump power and (d) the photon-number

parity accessed by truncating the moment generating function to 〈Π̂〉 ≈ 1−2〈n〉+2g(2) 〈n〉2 in terms of 〈ñ〉. The

loss-corrected mean photon-numbers 〈n〉 of the heralded states are marked in (c). The dashed line in (c) is a linear

fit, while the dash-dotted line in (d) shows the theoretical expectation with the truncation of the moments to the

2nd order and the solid line is expected if moments with much higher orders can be measured.
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Room temperature operation of single photon avalanche diode(SPAD) is an important issue in the points of 
device cost reduction and mass production. The main obstacle to operate SPAD at room temperature is the dark 
count noise generally known as dark count rate(DCR) or dark count probability(DCP) per gate. To suppress 
DCR or DCP, a low temperature operation is widely used. This causes, however, the increased device size and 
cost due to adoption of thermo-electric cooler(TEC) inside package. In this paper, we fabricated an SPAD 
having small active volume[1] to reduce DCP for room temperature operation. 
The device structure having floating guard ring was shown in Fig.1. The backside illumination structure was 
designed to increase quantum efficiency. In order to reduce DCP, it is important to reduce the volume of InGaAs 
absorption layer. A relatively thin absorption layer thickness of 1.2um was employed to reduce dark current. An 
active diameter of 16um was designed to reduce active volume. Double Zn-diffusion technique was employed in 
order to define pn junction and multiplication layer. The flip-chip bonding was applied on the quartz carrier 
where the Au/Sn solder bumper was formed. The round-trip of photon is very helpful to increase device quantum 
efficiency. Even the relatively thin absorption layer, responsivity was measured to exceed 0.9 A/W at 1550nm 
wavelength. A very low dark current at 0.98VB was measured less than 200pA at room temperature. This chip-
on-carrier(CoC) was packaged on TO8 header. A 3-stage TEC and thermistor were employed to control the 
device temperature. A specially designed aspherical lens cap was resistance-welded in nitrogen atmosphere to 
satisfy hermetic sealing. Finally, optical fiber pigtail was carried out by laser welding technique.  
The Geiger-mode characteristics were measured for fabricated SPAD devices. Attenuated laser pulse having 
190ps of FWHM and 1550nm wavelength has been used as a single photon source. Gate frequency and gate 
width were 10MHz and 2ns, respectively. The photon incident frequency was 100kHz. The averaged photon 
number of 0.1 was used. Fig. 2 shows DCP versus photon detection efficiency(PDE) for five SPAD devices as 
functions of device temperature. All five devices showed considerably uniform performances. As PDE increases 
from 10% to 30%, DCP increases 1 10-7 to 2 10-6 at -40 C, which is very small. At room temperature, DCP of 
5~6 10-6 at 10% of PDE and 3~4 10-5 at 30% PDE were obtained, which means that this device can be applied 
in QKD system with high PDE. After-pulse probability(APP) decreases as temperature increases. This is because 
APP is generated carrier capture-emission process at crystal defect center and carrier emission time is faster 
when temperature increases. At 25% PDE, the total APP was decreased from 2% at -40 C to 1% at 20 C. 
However, the total APP at 30% PDE decreased from 8% at -40 C to 1.8% at 20 C.  
In conclusion, we successfully fabricated and demonstrated room temperature operable SPAD having small 
active volume. Very low DCP and APP have been obtained. 
 

  
 

Fig. 1 SPAD chip structure studied in this work 
 
Fig. 2 DCP per gate for 5-devices were shown.  The 
measurement was made by using conventional gating method. 
(2ns gate width and 10MHz gate frequency) 
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One approach for SPAD device design capable of operation in the short-wave infrared (SWIR) region is the use 
of germanium-containing absorbing layers in conjunction with an adjacent silicon avalanche multiplication layer 
[1,2,3]. We demonstrate a new generation of planar geometry germanium-on-silicon (Ge-on-Si) single-photon 
avalanche diode (SPAD) detectors for SWIR operation. The use of this planar geometry SPAD has enabled a 
significant step-change in performance when compared to previous optimised mesa geometry devices [4].  

The planar geometry Ge-on-Si SPAD is shown schematically in Figure 1(a). Incident SWIR radiation is absorbed 
in the Ge layer and the photo-generated electron initiates the impact ionisation process in the Si multiplication 
layer. In between these regions, the selectively implanted charge sheet controls the electric field so that the field 
is high enough in the multiplication region to ensure that avalanche breakdown is reached yet sufficiently low to 
prevent band-to-band and trap-assisted tunnelling. The use of the selectively implanted charge sheet meant that 
the high electric field is confined to the centre of the SPAD, reducing the possibility of carriers originating at the 
sidewalls initiating breakdown events.  

The devices were fully characterised in terms of single-photon detection efficiency, dark count rate and jitter under 
a variety of operational temperatures an over-bias levels. Single-photon detection efficiency of 38 % at 125 K at a 
wavelength of 1310 nm was observed with a jitter of approximately 300ps in a large (100 μm diameter) devices. 
This corresponded to a fifty-fold improvement in noise equivalent power compared with optimised mesa geometry 
SPADs, as shown in Fig. 1(b). Significantly, the Ge-on-Si SPADs exhibited considerably less afterpulsing in a 
direct comparison with an InGaAs/InP SPAD under identical operating conditions. 

We present a study of these devices in terms of potential for these devices in single-photon LIDAR applications. 
The use of the relatively inexpensive Ge-on-Si platform provides a route towards large arrays of efficient Ge-on-
Si SPADs for use in eye-safe automotive LIDAR and future quantum technology applications.  

https://doi.org/10.1038/s41467-019-08830- 

 
Fig. 1(a) Schematic of device. (b) Noise equivalent power (NEP) as a function of operating temperature, with comparison 
to mesa geometry. 
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Nowadays, single photon sensitivity can be achieved with different kind of detectors, as Photomultiplier Tubes 
(PMTs), Single Photon Avalanche Diodes (SPADs) and Superconducting Nanowire Single-Photon Detectors 
(SNSPDs). Compared to the others, SPADs offer clear advantages being solid-state devices that can be operated 
at room temperature or with moderate cooling. Many applications currently benefit from the exploitation of SPADs 
both in counting and in timing measurements. Nevertheless, operating SPADs at high count rates is still an open 
challenge. A remarkable research effort has been made in the past few years to increase the speed of SPAD-based 
acquisition system. High speed, indeed, would open the way to the exploitation of SPADs in even a larger number 
of applications and advanced measurements as the study of the ocean environment to investigate the effects of 
climate changes by spaceborne LiDAR [1] or in vivo measurements in biosciences. To address speed issues that 
currently limit SPAD-based systems, we have developed fast and fully-integrated electronics. Our approach is 
based on the exploitation of custom-technology SPADs, also developed by us at Politecnico di Milano, because 
they have been proven suitable to achieve excellent results in terms of high photon detection efficiency (also in 
the red region of the spectrum), along with low noise (both in terms of dark counts and afterpulsing) and timing 
performance. Custom SPADs require external electronics to be operated at the best of their possibilities. To this 
aim, we designed a fully integrated Active Quenching Circuit (AQC) able to drive different kinds of external 
detectors up to a rate as high as 160Mcps as shown in Fig. 1 (Left). To the best of our knowledge, this is the highest 
count rate achieved so far with an external custom SPAD. The prompt quench of the avalanche current and the 
high quality of the SPAD fabrication process allow us to limit the afterpulsing probability below few percent even 
with a dead time as short as 6.2ns. In timing, we demonstrated that, with fast and high-performance electronics 
designed on purpose, it is possible to push the operating speed of a single channel well beyond the actual limitations 
(typically 1% or 5% of the excitation rate) while avoiding that pile-up distortion affects the measurement [2]. To 
demonstrate the practical feasibility of this solution we designed an AQC with a finely tunable dead time to match 
the excitation period of a 80MHz laser and a fully differential pick-up circuit providing picoseconds timing jitter 
even at high count rates. The timing signal has then to be fed to a time measurement circuit. Exploiting a Si-Ge 
0.35μm technology we developed a Time-to-Amplitude Converter (TAC) able to provide a state-of-art timing 
precision of less than 4.3ps rms (corresponding to 10ps FWHM). Fig. 1 (Right) shows the rms timing jitter as a 
function of the measured start-stop interval. The new TAC provides excellent performance both in terms of 
precision and linearity with a Differential Non Linearity lower than 0.25% of the LSB rms (1.5% peak to peak). 
Featuring an area occupation of 1mm2 (considering also the integrated DAC to use the dithering technique) and an 
overall power dissipation as low as 70mV, the designed circuit will be the building block of future multichannel 
systems.   
 
 
 
 
 
 
 
 
 
 
 
 
         

Fig. 1  (Left) Anode waveform of a custom-technology SPAD driven at 160Mcps by an external fully integrated AQC 
(Right) Timing precision of the TAC: rms jitter is lower than 4.3ps on the whole Full Scale Range 
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Tremendous progress has been achieved in the engineering of solid-state-based non-classical light sources during 
the last two decades [1]. In this context, quantum-light sources based on semiconductor quantum dots (QDs) are 
of particular interest. Allowing for the generation of close-to-ideal flying qubits these devices are predestinated 
for implementations of quantum communication scenarios. 

In this contribution, we review our progress in this field, striving towards the ultimate goal of a global secure 
communication. We will revisit proof-of-concept quantum key distribution (QKD) experiments using electrically-
pumped QD single-photon sources (SPSs) [2,3] (cf. Fig. 1(a)) and discuss the development of state-of-the-art 
components for QKD, such as plug-and-play SPSs and receiver modules. Practical SPSs are presented comprising 
 

 
Fig. 1 (a) Setup for QKD field experiments using electrically pumped single-photon sources in a 500 m free-space optical 
link in downtown Munich [3]. (b) Performance optimization of single-photon QKD exploiting temporal filtering of the 
triggered single-photon pulses emitted by a quantum dot embedded in a deterministically fabricated photonic microlens [6]. 

QD-based devices integrated in a compact Stirling cryocooler for user-friendly operation [4]. We address the 
direct, robust, and efficient coupling of quantum light sources to optical single-mode fibers [5], representing one 
crucial next step towards applications. Furthermore, we developed a portable receiver module designed for 
polarization-encoded QKD and analyze its performance using deterministically fabricated and optically triggered 
SPSs based on QD-microlenses (see Fig. 1(b), inset). In this framework, we exploit temporal filtering of single-
photon pulses to optimize the performance for QKD systems implemented with realistic quantum-light sources. 
For this purpose, we analyze the sifted key fraction, the quantum bit error ratio, and g(2)(0) expected in full 
implementations of the BB84 protocol under variation of the acceptance time-window (see Fig. 1(b)). This routine 
enables us to choose optimal filter settings depending on the losses of the quantum channel. Moreover, we 
demonstrate real-time security monitoring with sub-poissonian light sources by using our receiver-module for 
evaluating g(2)(0) inside the quantum channel [6]. 

The results presented in this work are an important contribution towards the development of functional multi-
user quantum-secured communication networks based on quantum-light sources – a challenge which we tackle in 
our recently founded Quantum Communication Systems group at Technische Universität Berlin [7]. 
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Color centers in diamond are promising systems for the development of appealing quantum technologies. As 
several ground-breaking works in this research field were conducted by means of the optical stimulation of 
NV centers, an efficient electrical control of their photo-physical properties would enable a further degree in 
integration in opto-electronic quantum devices. The fabrication of integrated graphitic micro-channels allows 
to define arbitrary electrode geometries in the diamond bulk (i.e. up to several micrometers below the sample 
surface) by exploiting the radiation-induced graphitization of the material occurring at the end of the MeV 
ion penetration range [1], and could therefore represent a useful strategy to achieve such integration.  
In this work, we present results obtained on devices consisting of pairs of sub-superficial (i.e. ~3 μm deep) 
graphitic micro-electrodes with ~10 μm spacing, fabricated into single-crystal diamond substrates with a 6 
MeV C3+ microbeam. The current-voltage characteristics of the graphite-diamond-graphite junctions 
displays an ohmic behavior, associated with a moderate current injection (“low-current regime”) at bias 
voltages below a threshold value Vc. At V > Vc, the device exhibits an abrupt transition to a high-current 
regime dominated by a Poole-Frenkel conduction mechanism and providing stimulation of 
electroluminescence emission from NV centers and interstitial-related defects in the inter-electrode gap [2].  
The electroluminescence spectral analysis evidenced a bright emission from native neutrally-charged 
nitrogen-vacancy centers (NV0). Moreover, the graphitic micro-electrodes were exploited to stimulate 
single-photon emission from isolated NV0 centers in an "electronic grade" diamond sample through the 
injection of a stable and non-destructive pump current in the inter-electrode gap. 
Ensemble photoluminescence (PL) spectra (532 nm laser excitation) acquired under electrical bias in 
low-current regime exhibited a linear increase with the injected current in the NV− population at the expense 
of the NV0 charge state [3]. 
This result indicates the effectiveness of graphite-diamond-graphite junctions to stabilize the negative charge 
state of the NV centers for spin manipulation protocols. Finally, the distribution of the electric field in the 
active region of the junction was investigated by spatially mapping the Stark-shifted optically-detected 
magnetic resonances (ODMR) from NV centers in the active region of the device [4].  
These results provide promising perspectives on the utilization of integrated electrical structures for the 
stimulation and control of deep color centers in diamond located at micrometric distances from the diamond 
surface, for which longer spin coherence times are expected [5]. 
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Quantum entanglement is a key resource in Quantum information processing and an indispensable ingredient in 
most Quantum communication protocols. However, distributing entangled photon pairs between communicating 
parties separated by long distances is currently the main obstacle in practical Quantum communication, where both 
the detection of background photons and the loss of photons across the link limit the channel distance and capacity. 
While high-dimensional entanglement has the potential to overcome noise levels which wouldn’t allow for the 
distribution of qubit-entanglement, this hasn’t been demonstrated in an experimentally meaningful fashion. 
 

 
             Fig. 1 Pathways to Noise Resilience 

We identified two pathways to noise resilience (Fig. 1) and showcase an actual advantage by increasing the state 
space dimensions of spatiotemporal properties of entangled photon pairs in two separate experiments [1]. Pathway 
I is based on further discretizing a continuous degree of freedom, thereby ‘diluting’ the noise in the resulting high-
dimensional state space. Our experimental demonstration is performed with energy-time entangled photon pairs 
which are measured in the time of arrival basis and a superposition basis realized by a Franson interferometer [2]. 
With an appropriate entanglement witness we observed entanglement in a noisy environment up to a noise fraction 
of 92% in a 80-dimensional state space. Pathway II relies on the availability of further mutually unbiased 
measurement bases in higher dimensions, which provide additional information about the coherence of the 
entangled state. This pathway is experimentally demonstrated using photon pairs entangled in their orbital angular 
momentum. With a novel technique known as intensity flattening [3] we were able to project on mutually unbiased 
bases with spatial light modulators and mode filters, resulting in the presence of entanglement up to a noise fraction 
of 63% in a 7-dimensional state space.  
Despite the fact that resolving larger state spaces necessarily leads to additional noise channels, we revealed 
entanglement in both experiments which was otherwise obscured by noise. This increased robustness against noise 
can be utilized for distributing entanglement over long-distance fiber links, which are limited by detector dark 
counts, or satellite-ground free-space links in the presence of high levels of sky noise. Further theoretical work has 
to be conducted in order to extract a secure key in quantum key distribution or perform other quantum 
communication protocols in noisy environments where no qubit communication is possible. 
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In this contribution we discuss the state of the art of single-molecule based single photon sources developed in 
Florence. In particular we will present our latest results concerning the integration of organic molecules into 
different photonic architectures, from optical planar antennas [1], to silicon nitride waveguide [2] and polymeric 
structures [3][4].  
 
Finally we will elaborate on the applications of such single photon sources for quantum metrology. The science 
and technology of measuring accurately light at the few photon level is one of the fields where non-classical 
light states might be more beneficial than classical sources. Intrinsic intensity squeezing in the emission from 
single quantum object will guarantee a precise definition and measurement of photon fluxes in the fW range. 
 
We will hence present a molecule-based single photon source that, operated at 3 K, delivers a constant stream of 
photons with beyond 1-Mcps flux at the detector, a spectrometer-limited bandwidth of 0.2 nm and single photon 
high purity. This source is used to calibrate a silicon avalanche photodiode directly against an analog 
photodetector, previously referred to the primary standard [5].  
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Over the past decade, integrated optical devices for quantum applications have received a lot of attention. Planar 
nanophotonic platforms have been used for quantum algorithms [1], boson sampling [2], and quantum 
simulation [3], but in all of those cases the photon source used was probabilistic and based on a spontaneous 
nonlinear process. Single molecules make excellent on-demand quantum emitters as they have been shown to have 
unity quantum yield, they can be efficiently put in an excited state [4], and at cryogenic temperature they decay 
giving narrowband, lifetime-limited photons [5]. A challenge comes in coupling them to a well-known guided 
optical mode. Here we present our recent work in coupling single dibenzoterrylene (DBT) molecules to 
nanophotonic silicon nitride waveguides by filling a gap in the waveguide via an on-chip micro-capillary.  
 
 
 
 
 
 
 
 

 
Figure 1: (a) Schematic of the micro-capillary and nanophotonic waveguide, with grating couplers. (b) White light microscope image of the 

final fabricated device, showing three waveguides and tapering micro-capillaries. (c) Photoluminescence excitation spectrum of many 
molecules in anthracene inside a tapered micro-capillary. The structure of DBT is inset. 

 
A schematic of the waveguide and capillary is shown in Fig. 1(a). The silicon nitride waveguides sit on a silica-
on-silicon substrate and were fabricated using electron beam lithography and reactive ion etching. We then added 
polymer channels again using electron beam lithography which run perpendicular to the chip and traverse gaps at 
the centre of waveguides. We then added a silica layer on top, and baked the device at 400°C, which removes the 
polymer and leaves open micro-capillaries, shown in Fig. 1(b). These are then filled with molten DBT-doped 
anthracene, which crystallises in the capillaries. By illuminating the capillaries at cryogenic temperature and tuning 
the laser wavelength we see many resonances from DBT molecules (Fig. 1(c)).  
 
 
 
 
 
 
 
 
 
Figure 2: (a) Fluorescence from a molecule pumped through the waveguide. (b) Transmission of the same laser through the waveguide. The 

dip arises through interference between the resonantly scattered light from a molecule and the laser. 
 
Sending the laser through an input grating coupler we observe both fluorescence out of the plane of the device and 
extinction of the laser in transmission, shown in Fig. 2(a) and (b), from which we can calculate a coupling 
efficiency to the waveguide of 7%. We are now working to add nanophotonic cavities to these waveguides to 
further enhance the coupling and build an array of unidirectional and indistinguishable photon sources.  
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In the past few decades there has been continuous efforts to harness quantum mechanics to develop new 
technologies such as quantum computation, encryption, simulations, communications, etc. Quantum light and in 
particular single photons have become essential resources for a growing number of such applications in which 
solid-state atom-like systems such as semiconductor quantum dots and color defects in crystals excel. A particular 
interest has been developed in nanocrystal quantum dots and color centers in diamond as potential compact room-
temperature emitters. There are however several challenges that inhibit the use of such sources in current 
technologies including low photon extraction efficiency, low emission rates and relatively low single photon 
purities. In this talk I will review our efforts in overcoming these technical difficulties using several complementary 
methods including designing several nanoantenna devices that enhance the directionality and emission rate of the 
nanoemitter approaching record high collection efficiencies of over 80% [1][2][3] and Purcell factors of over 100 
thus achieving an enhancement factor of over 1000 in the single photon brightness [2]. In addition, we developed 
several temporal heralding techniques to increase the single photon purity of nanocrystal quantum dots from <90% 
to over 99.5% [4]. These combined techniques show great promise for producing highly pure, bright and efficient 
single photon sources on-chip. 
 

 

 
 

Fig. 1 : Schematic of proposed system for high brightness – high purity single photon source, (b) SEM image of nanocone 
bullseye antenna, and (c) Purcell factor resulting from such an antenna as a function of vertical separation between emitter 
and nanocone. 
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Single photons for quantum technologies 
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Abstract: We develop single- and entangled-photon sources that simultaneously combines high 
purity, efficiency, and indistinguishability. We demonstrate entanglement among 12 single 
photons. We construct high-performance multi-photon boson sampling machines to race against 
classical computers. 

Quantum computers can in principle solve certain problems faster than classical computers. Despite 
substantial progress in the past decades, building quantum machines that can actually outperform classical 
computers for some specific tasks—a milestone termed as “quantum supremacy”—remained challenging. 
Boson sampling has been considered as a strong candidate to demonstrate the “quantum supremacy” [1]. 
The challenge for realizing a large-scale boson sampling mainly lies in the lack of perfect quantum light 
sources.  

To this end, using single semiconductor quantum dot coupled to micropillars, we produced polarized 
single photons with near-unity purity, indistinguishability for >1000 photons, and high extraction 
efficiency—all combined in a single device compatibly and simultaneously [2,3]. The quality of the 
single photons are sufficient high to be interfered with sunlight with a raw visibility of 80% [4]. We have 
also developed phase-locked two-color excitation and polarized microcavities to deterministically 
generate single polarized single photons [5,6]. We built boson sampling machines with increasingly large 
number of photons to race against classical computers [7,8,9]. Our latest boson sampling involved 12 
photons fed into a 60*60 modes. 

We also developed SPDC entangled two-photon source with simultaneously a collection efficiency of 
97% and an indistinguishability of 96% between independent photons [10]. The probabilistic nature of 
SPDC could be overcome using cascaded transition of a single quantum dot embedded in a broadband 
microcavity [11]. These platform will provide enabling technologies for teleportation of multiple 
properties of photons [12] and high-dimensional quantum teleportation [13], and efficient scattershot 
boson sampling [14].  
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Semiconductor quantum dots (QD) embedded in micro-cavities are excellent sources of single-photon light, 
especially under resonant excitation [1]. Besides excellent single-photon properties, the underlying materials are 
similar to those used in well-established integrated photonics, motivating research on chip-scale photonic 
integration of these light sources. Indeed, some fundamental integration has begun in various laboratories. 
Here, we discuss our recent progress in efficient chip-scale integration of quantum light sources. We have 
fabricated and tested a source based on the coupling of micro-pillar cavities containing QDs that are connected to 
ridge waveguides; see Fig. 1. This geometry allows us to resonantly excite single quantum-dot states in the plane 
of the chip via the waveguide while the quantum light is directed orthogonally in the vertical, off-chip collection 
axis. Our approach has several benefits. Often, in these sources the same spatial mode is used to resonantly excite 
the QD and to collect the emitted single photons, requiring cross-polarization to reduce the uncoupled scattered 
laser light. This inherently reduces the source brightness to 50 %, and could be critical for applications where the 
total efficiency—from generation to detection—must to be greater than 50 %. In addition, our measurements are 
completely filter-free: QD light is directly collected from the sample and (broadband) fiber-coupled into our 
detection scheme.  
The device consists of a distributed Bragg reflector (DBR) cavity of GaAs and AlAs with a 4λ cavity (1.05 µm) 
of GaAs with a dilute layer of InAs QDs in the cavity center (Fig 1a). The planar structure is dry etched to form 
pillar cavities connected through ridge waveguides as shown in Fig. 1b-c. The pillar diameters are intentionally 
varied around 2.5 µm and the waveguide diameters are varied around 0.95 µm. Critical to suppressing scattered 
laser light is a polymer planarization of the device, on top of which gold is deposited with opening in the cavity 
regions. The waveguide regions are flared at the ends for free-space light-beam coupling, although we have used 
glued fiber coupling in the past [2]. 
The pillar cavity quality factors (Q’s) are approximately 4000. The single QD emission lifetime is modified from 
1000 ps (in the waveguide region) to 400 ps – the Purcel factor is about 2.5. Some applications require degenerate 
cavity modes while others require polarization. Here we show both cases. Second-order autocorrelation 
measurement results provide a suppression of multi-photon states [g(2)(0)] of ~  zero (error: + 4.3 – 0 %) with no 
filtering at a Rabi frequency of 1 GHz – see Fig. 1d. At 6 GHz the source produces 20 Mcts/s when accounting for 
the detector efficiency and deadtime. We will discuss chip-scale integration schemes, including on-chip, real-time 
metrology [3]. 

 
Figure 1. (a-c) Scanning-electron microscopy images. (a) Cleaved edge, showing cavity and DBR pairs—here, 5.5 μm wide for coupling. 
(b) The waveguide connecting micro-pillar cavities—5 shown here. (c) Single micro-pillar cavity, 2.8 μm in diameter, where the waveguide 
is 1.25 μm wide. (d) Second-order autocorrelations with no filtering showing multi-photon suppression to approximately zero. 
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Chip-integrated technologies based on scalable nanofabrication processes can help enable many applications in 
quantum communication, simulation, and metrology. In this talk, I will focus on our developments in building 
quantum source and frequency conversion technologies based on integrated photonic chips.  The core physical 
resources that we rely on are on-demand emission of quantum light using single epitaxial quantum dots embedded 
in GaAs photonic structures [1], nonlinear-wave mixing in silicon nitride nanophotonics [2], and heterogeneous 
integration of dissimilar material platforms [3]. These resources have been used in collaboration with many 
colleagues in the US, Europe, and Asia to build a number of different quantum photonic device technologies, 
leading to demonstrations of: high-performance single-photon generation [4] and polarization-entangled photon 
pair generation [5] based on single quantum dots in circular grating microcavities, visible-telecom entangled 
photon pair generation based on four-wave mixing in silicon nitride microrings [6], quantum frequency conversion 
of a quantum dot single-photon source using four-wave mixing Bragg scattering in a silicon nitride microring 
resonator[7], tunable quantum interference of single photons using a microcavity quantum frequency converter[8],
and heterogeneous integration of quantum dot single-photon sources with silicon nitride phtotonic circuits [9-10]. 
I will discuss our latest efforts in improving the performance of these devices and discuss some of the challenges 
we need to overcome moving forward.  
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Quantum computers promise a paradigm shift in humanity’s ability to process information, but require precise

control over large arrays of quantum systems—a formidable challenge. Meanwhile, silicon photonics offers a scal-

able, high-performance and ultimately reconfigurable platform to control single photons, with large-scale devices

[1], and multiphoton capability already demonstrated [2].

Graph states are the predominant language of entanglement between qubits, and are central to the prevailing

model of quantum information processing—measurement-based quantum computing [3]. A graph state’s vertices

are qubits and its edges are entanglement between them. Modern quantum error correction—a crucial component

of large-scale quantum computation—relies centrally on graph state entanglement [3]. Different graphs enable

different computational tasks, and so the generation of arbitrary graph states is powerful.

So far, the creation of optical graph states has been limited to just a few species, realised with bespoke, static

apparatus in bulk-optics. Here, we explore the programmable generation of arbitrary photonic graph states using

a single device, aided by the reconfigurable postselected entangling gate (R-PEG) (see Fig. 1) [5]. We develop

rules for the successful postselection of graph states, and probe which states are inaccessible. Further, we identify

optimal photonic circuits capable of generating accessible graph states up to 8 qubits This provides an endgame

strategy for the final era of postselected experiments, before heralded devices become a necessity.

Fig. 1 Generating optical graph states. a) Our four-photon device creates the star and line graph states, which represent both

types of four-qubit graph state entanglement. b) A proposed 6-photon graph state generator can produce 63 of the 101 six-

photon graph states, occupying 6 different entanglement classes. A representative member of each accessible class is shown.

We demonstrate the simplest of these schemes, implementing a four-photon, four-qubit graph state generator

in silicon photonics. We successfully create representatives of both types of four-qubit graph state entanglement—

the ‘star’ and ‘line’ graph states—for the first time in optics, achieving fidelities 0.78 ± 0.01 and 0.68 ± 0.02

respectively (see Fig. 1). Furthermore, we use the device to obtain record on-chip Hong-Ou-Mandel interference

of 0.82 ± 0.02, and perform a basic measurement based protocol, generating two- and three-qubit states with

fidelities above 0.77.

These results leverage silicon photonics’ powerful reconfigurability for the generation of entangled resource

states, illuminating the the path to increased multi-photon capability and expediting progress towards measurement-

based quantum computing with photons.
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The only way to generate certified random bits is by the use of a loophole-free Bell test. In 2018, we demonstrated device-independant
random number generation, producing 1024 bits certified to have less than a 10−12 bias from a uniform distribution [1]. However, si-
multaneously closing all loopholes required our measurement stations to be separated by more than 185 m. We are currently developing
a next-generation loophole-free Bell setup that would be able fit on a tabletop (5m). This will enable us to improve our random number
generation rates by about 3 orders of magnitude, paving the way for simpler and more practical device-independant technologies.

The primary difficulty in shrinking our setup while still closing the locality loophole is the fast measurements thatAlice and Bob must
make, as illustrated in Fig 1. About 10 ns are available in which to finish setting up the polarizations to successfully close the locality
loophole. In order to do this, we require the measurements to take place at GHz bandwidths. However, there are no known switches that
can achieve this while also having low loss (less than 5%), which is vital for closing the detection loophole. We will present a scheme
for an all-optical switch that can meet these challenging requirements simultaneously.

The switch is based on coherently upconverting signal photons with the use of a strong, fast modulated pump. Similar switch designs
have already been demonstrated to be able to reach a 99.4% upconversion efficiency [2], albeit at lower rates than are desired. In order
to be able to coherently upconvert polarization states of a photon, we propose an interferometric scheme that involves separating the
two orthogonal polarization states of the incoming photon and copropagating an intense, fast-modulated pump through an upconversion
crystal. The upconverted photons are then rotated back to their original polarizations and interferometrically recombined. This results
in an upconverted photon whose orthogonal polarizations have the same relative phase as the copropagating pump. The pump can be
modulated in a lossy way via conventional means such as a fast lithium niobate waveguide.

This tabletop apparatus would serve as a stepping stone to an on-chip loophole-free Bell experiment, which would open up new
fundamental tests such as a loophole-free chained-Bell experiment and be useful for both public sources of randomness such as beacons
and private randomness for cryptographic purposes.

Figure 1: Space-time diagram for a Bell experiment on a table-
top. Light-cones are shaded in blue. To close the locality loop-
hole, Alice (Bob) must complete the measurement before infor-
mation about Bob's (Alice's) measurement setting from the ran-
dom number generator (RNG) has time to reach them. The all
optical switch (AOS) must be switched within the time window
between the RNG stopping and the photon entering the detector
(about 10ns).

Figure 2: Schematic of the all optical polarization switch. The random number generator seeds
the lithium niobate waveguide modulator which modulates the polarization of the pump. That
phase information is then imprinted coherently on the upconverted photon which leaves us with a
polarization modulated, upconverted signal.
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Entanglement provides means to transfer quantum information between distant nodes of a network and serves as 
the key resource for scalable quantum networks. Its practical use requires the integration of robust entangled 
photon sources, making the semiconductor-based QD light sources a promising candidate system. In this work 
[1], we have integrated an entangled QD device with the Cambridge Fiber Network. Such installed fiber 
typically suffers the variation of fiber birefringence over time, putting a negative impact on the transmission of 
entanglement. To compensate for these drifts, we have introduced a polarization maintaining sub-system, 
enabling stable long-term transmission of entangled photon pairs over 18km of installed fiber from a sub-
Poissonian entangled photon pair source. 
A transmission system consisting of a photon emission and detection sub-system and a polarization maintenance 
sub-system have been built for enabling the field-based qubit transmission, as is shown in Figure 1. The quantum 
dot photon source is located in a cryostat and optically excited with a laser at 1064nm. The emitted biexciton 
(XX) and exciton (X) photons are separated using a spectral filter. One of the entangled photons is sent over an 
installed loop-back fiber in the Cambridge Fiber Network before being measured.  
To stabilize the polarization states of the transmitted photons, a time-multiplexed reference laser light at the 
same wavelength (1320nm) as the transmitted photons is split into two modes and the outputs of both arms are 
aligned to have orthogonal directions on the Poincaré sphere before being sent over the same fiber. The 
polarization state after the transmission is detected using two power meters after a polarizing beam splitter and a 
polarization controller. By stabilizing both references using an electronic polarization controller (EPC 5) and a 
fiber wave plate (FWP), we effectively lock arbitrary polarization rotation to a minimum on the Poincaré sphere.  

The entanglement is evaluated by measuring correlations  between X and XX photons for co- and cross-
polarized states P and Q in three detection bases HV, DA and RL and by using the following equation [2]: 

 
In which CMN denotes the correlation contrast. We have recorded correlation data for 7 days and observe a 
stable transmission of entanglement with a high fidelity of 91.3%. This corresponds to a drop by 3.4% compared 
to the measurements taken without photon transmission over the field fiber. The polarisation maintenance system 
has a low loss of 3.49dB and operates with a high duty cycle of 98%, enabling a high transmission efficiency of 
the photons. These results indicate a great potential for the practical use of QD entangled photon pair sources 
over existing telecommunication networks. 
 
[1] Xiang, Zi-Heng, et al. "Long-term transmission of entangled photons from a single quantum dot over deployed 
fiber." Scientific reports 9.1 (2019): 4111. 
[2] Ward, M. B., et al. "Coherent dynamics of a telecom-wavelength entangled photon source." Nature communications 5 
(2014): 3316. 
 

Figure 1 Experimental setup for entangled photon transmission over installed fiber: The whole setup consists of 4 parts, entangled photon 
generation, correlation measurement, classical polarization reference generation and polarization reference measurement. The entangled 
photons are generated from an optically excited quantum dot in (a), whose entanglement fidelity is evaluated by correlation measurements in 
(b). Two classical polarization references are created using a 1320nm laser in (c), whose polarization state is detected in (d). Optical switches 1 
and 2 are used for time-multiplexing the quantum and reference signal. EPC 5 and FWP are used for compensating the polarization drift of the 
field fiber that is installed across the Cambridge city center.  
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Achieving ultra-high detection rate with high efficiency is crucial for many applications requiring fast single 
photon detection, such as Quantum Key Distribution. SNSPDs have the potential to reach very large counting 
rates, but the ubiquitous SNSPD design based on a single meander exhibits a limited detection rate due to its 
recovery time,  the latter being essentially limited by the device’s kinetic inductance and latching effects. One 
potential approach to increase the counting rate of SNSPD consists in splitting the SNSPD meander in several 
sections connected in parallel [1,2]. This allows for a reduced kinetic inductance per section and to virtually no 
dead-time (the efficiency is never equal to zero after a single detection), with the advantage of requiring a single 
coaxial line readout instead of one per pixel, as it is necessary for multi-pixel SNSPDs [3]. In practice, such a 
design is however subjected to electrical cross-talk between the parallelly-connected sections, which leads to 
current pile-up in other sections as the counting rate increases. This can ultimately cause all nanowires to become 
resistive simultaneously through a cascading effect (even though only a few might have clicked at first), which 
can lead to latching. Overall, the potential for high-count rates of parallel SNSPDs is seriously hindered by these 
effects. 
 
Here we report on a new approach to mitigate the effects of cross-talk and the latching it can cause in parallel 
SNSPDs. Specifically, we developed parallelly-connected SNSPDs with additional unexposed sections acting as 
a current redistribution means [4]; see Fig. 1a. By carefully choosing the number of current redistribution means, 
their geometries (length, cross section) and series resistances, we can reduce cross-talk and completely eliminate 
latching at high count rates. Using this method, we will report on MoSi-based SNSPDs with high efficiency 
(~77%) at 1550 nm and detection rates as high as 200 MHz. The mean efficiency per photon as a function of the 
detection rate with an illumination by a continuous wave laser is shown on Fig. 1b. The efficiency is reduced to 
40% with a 80 MHz detection rate, and to ~10% with a 200 MHz detection rate. This kind of design can also be 
used for photon number resolution, which we measured for up to 6 photons. Its use for high-speed quantum key 
distribution will be discussed. We will further discuss the potential improvements and application of SNSPD based 
on this design. 
 

 
Fig. 1 a) Schematics of the electrical structure. Only the active meander sections (light grey) are exposed to light. When a 
photon is absorbed in one of the section, electrical crosstalk is seen in the other remaining sections (blue rectangles). The 
additional unexposed paths (dark grey) reduce the crosstalk amplitude and prevent unwanted cascading effects. 
b) Efficiency of the detector as a function of the detection rate when illuminated by a CW laser. The 3dB-efficiency drop 
rate is situated around 80 MHz, and detection rates as high as 200 MHz are still achievable with an efficiency close to 10%. 
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 Single-photon detection with precise arrival timing information is of vital importance for many applications in 
the field of quantum information and quantum optical technologies. Recent technological developments of single-
photon detectors allow us to observe photons with temporal resolution down to ~20 ps [1]. However, it is still a 
challenging task to achieve sub-picosecond temporal resolution. In this range, optical gating with an ultrashort 
laser pulse provides an effective way to observe photons. Up to now, the optical gating utilizing a frequency up-
conversion has been reported and achieved sub-picosecond temporal resolutions. Using this technique, we have 
verified time-frequency duality of biphotons [2]. However, the frequency up-conversion process requires a phase-
matching condition, resulting in the limitation of observed wavelength or bandwidth. On the other hand, an optical 
Kerr gate technique has been well-developed in the field of an ultrafast spectroscopy. The optical Kerr effect is 
expected to offer a higher temporal resolution than the frequency up-conversion technique because of no 
requirement in the phase-matching condition. Nevertheless, there is no report using optical Kerr gate for a single-
photon detection. Here we present the first experimental demonstration of a single-photon detection using the 
optical Kerr effect. 
 Schematic diagram of our experiment is depicted in Fig. 1. In our method, we utilized cross-phase modulation 
induced in a photonic crystal fiber (PCF), placed in a Sagnac interferometer, with the length of 28cm. In the 
measurement of a single-photon wave packet, we prepared heralded single photons from a PPKTP crystal. The 
gate pulses were co-propagated with the single photon in the counter-clockwise direction, and the clockwise 
propagating photons in the Sagnac interferometer were used as the reference. We measured coincidence counting 
rates by scanning the relative delay between the gate pulse and the single-photon wave packet. Observed data is 
shown in Fig. 2. From this experiment, we can clearly see the single photon wave packet with the temporal width 
of ~4 ps, which is a good agreement with the theoretically expected one. The temporal resolution of our system is 
estimated to be ~400 fs from the rising time of the observed wave packet. 

Fig. 1 Schematic diagram of our experimental set up. 
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                                                                                                                   Fig. 2 Observed single photon wave packet. 
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Quanta Image Sensor Progress
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The Dartmouth Quanta Image Sensor (QIS) was presented at SPW2017 in Boulder. This is a CMOS room-
temperature, megapixel resolution, small pixel pitch, photon-number-resolving image sensor [1]. The purpose of 
this paper is to update the single photon detector community of progress made since SPW2017. There are a number 
of contributors to this progress and the final author list may be adjusted accordingly.  For now we list the principals.

Progress has been made on several fronts. A Dartmouth spin-off startup company, Gigajot Technology, has 
produced a user-friendly scientific-type camera based on the technology and this camera has been evaluated by a
number of groups, confirming the performance of the QIS device. (e.g., an independent paper from RIT will also 
be submitted) Gigajot has continued to develop the technology and a brief summary of their progress will be 
reported. 

Additional computation imaging work by Purdue on denoising low-photon-count images will be included.  
(Gigajot and Purdue propose to report color results in a separate submitted paper). 

At Dartmouth, further lower temperature (down to -70C) measurements have been made on device characteristics 
such as conversion gain and read noise. Read noise is dominated by 1/f noise, typically modelled as McWhorter 
interface trap effects [1]. However, as we peel the read-noise onion, we believe the mobility-fluctuation scattering 
model of Hooge [2], as later suggested as a component in the “unified” Berkeley 1/f noise model [3], needs to be 
resuscitated to explain the experimental results. Reasonable agreement is achieved between measurement and the 
new model (see graphs below). The model may help explain unexpected persistent 1/f noise in our JFET devices.

Additional progress, such as on efficient calibration of arrays, will also be reported as time allows.

References:
[1] J. Ma, S. Masoodian, D. Starkey, E.R. Fossum, Photon-number-resolving megapixel image sensor at room temperature 
without avalanche gain, OSA Optica, vol. 4, no. 12, pp.1474-1481, December 2017.  
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[2] A.L. McWhorter, “1/f noise and related surface effects in germanium,” Ph.D. dissertation, MIT, Cambridge, MA, 1955.
[3] F.N. Hooge. "1/ƒ noise is no surface effect," Phys. Lett A 29.3 (1969): 139-140.
[4] K.K. Hung, P. K. Ko, C. Hu, and Y. C. Cheng, “A unified model for the flicker noise in metal-oxide-semiconductor field-
effect transistors,” IEEE Trans. Electron Devices, vol. 37, no. 3, pp. 654–665, 1990.

Noise modelling results from Dartmouth PhD student Wei Deng shown below, as an example.
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Self-driving cars and LIDAR: Opportunities for Single Photon Detectors 
 

S. Verghese, C. Onal, J. Dunphy 
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Waymo’s self-driving car fleet has been using custom LIDAR sensors for several years. In their latest revision, the                  
LIDARs are designed to meet the challenging requirements we established through autonomously driving over 10               
million highly-telemetered miles on public roads. Our goal for our sensors is to approach price points required for                  
wide-scale deployment while meeting the performance needed for Level 4 fully autonomous self-driving. This talk               
will review some history of the project and describe a few use-cases for LIDARs on Waymo cars. Out of that will                     
emerge key differences between single photon sensors for self-driving and traditional applications (biochemistry,             
astrophysics, mapping lidar) which could provide opportunities for optimizing single photon sensitive detectors for              
automotive LIDAR receiver implementations. We will discuss some of the unique requirements and challenges of               
using such detectors in high-dynamic-range environments, keeping in mind the scalability and durability constraints              
for long term deployment in a self driving fleet. 
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Single-photon, single-pixel intelligent Lidar 
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The 3D imaging of direct line of sight scenes is a crucial task with applications in self-driving vehicles, robotics 
and face-recognition. Recent LiDAR systems demonstrated the 3D imaging of a scene by structure illuminating 
the scene and collecting the return signal by using time-resolved, single-photon sensitive detectors and inferring 
the depth information by the time required to the light to travel back to the sensor [1-2]. However current 3D 
imaging systems can be bulky devices with relatively low frame rate requiring scanning parts or many pixels 
sensors. Here we demonstrate a 3D imaging approach for intelligent-LiDAR, iLiDAR, in which laser pulses flood 
(flash) illuminate the scene and the return light is focused and collected with a time-resolving, single pixel detector, 
in this case a single pixel Single Photon Avalanche Diode (SPAD) detector. The SPAD sensor records only the 
arrival times of the return photons from the whole scene in a temporal histogram via Time-Correlated Single-
Photon Counting (TSCPC), whilst the 3D information is recovered through previous Artificial Neural Network 
(ANN) training of the system using a commercial Time-of-Flight (ToF) camera.  
The experimental approach is shown in Fig.1(a): the scene, in this case a person freely moving in a room, is flood 
illuminated with a pulsed light source and the back-scattered light is collected by single-point, time-resolving 
detector and recorded in a temporal histogram. We then use a pre-trained machine learning algorithm to reconstruct 
the full 3D image of scene by a fully-connected layer, feed-forward ANN. In our case, the input layer corresponds 
to the temporal histograms, while the output layer is an image with intensity-encoded depth. We train the ANN 
using a ToF camera to record 8000 pairs of 3D scenes (people and targets moving in random positions within a 
2x2 m2 area up to 4 m distance) together with their corresponding SPAD histograms.  
As can be seen in Fig. 1(b), the single-point LiDAR is able to distinguish the general features of the scene   and its 
distance from the sensor. In the first column we present experimentally recorded temporal histograms. The trained 
artificial neural network then retrieves a 3D image of the scene (second column). The corresponding, ground-truth, 
3D images acquired by the ToF camera are shown in the third column for comparison. Our results demonstrate the 
possibility of achieving a scanless, compact, genuine single-pixel LiDAR system, providing a new approach for 
real-time 3D imaging and pattern recognition.  
 

 
Fig.1. (a): A supercontinuum fiber pulsed laser (NKT SuperK Extreme, 20 ps pulse width, 19 MHz pulse repetition rate,) with a 
narrow filter at 550±50 nm is flash illuminating the scene and a single-pixel, time-resolving SPAD sensor [3] is collecting the return 
photons from the whole scene in a temporal histogram [inset (c)].  A ToF camera (PMD CardBoard Pico Flexx) is used to retrieve the 
3D information of the scene, which is used for the training of the ANN [inset (d)]. 3D images of the scene are then obtained in a 
single-frame from the single-pixel temporal histograms after the ANN training. (b) Experimental results for a person, two people and 
a “T” target in the first, second and third row respectively. The first column represents the temporal histogram of the return photons 
collected by the SPAD sensor never used during the training of the ANN.  The second column shows the 64x64 pixels 3D retrieved 
image from each histogram, while the third column shows the corresponding ground truth image.  
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Time-correlated single photon counting (TCSPC) has emerged as a key detection technology for lidar and depth 
profiling in a number of application areas due to its high optical sensitivity and excellent surface-to-surface 
resolution. We have applied this technique to measure three-dimensional scenes of stationary and moving targets 
at 1.7 metres in several underwater environments using two different optical transceivers: (1) a single-pixel optical 
scanner system with an individual single-photon avalanche diode (SPAD) detector; and (2) a non-scanning camera 
based on a CMOS single-photon detector array. The first system used a monostatic transceiver scanning unit 
fibre-coupled to a silicon SPAD to raster scan the target and collect the single-photon returns [1]. The illumination 
was provided by a supercontinuum pulsed laser source with a wavelength tunable acousto-optic filter (AOTF), 
which allowed the selection of an individual operational wavelength based on the level of scattering of the 
environment. The laser source operated at a repetition rate of 19.5 MHz and average optical power of less than 
3 mW. Several experiments were performed in dark laboratory conditions, demonstrating depth and intensity 
profiles of targets up to nine attenuation lengths between transceiver and target (i.e. 18 attenuation lengths 
round-trip) [2, 3]. The second system comprised a 192 × 128 pixel format CMOS SPAD detector array with 
picosecond timing electronics integrated in each pixel [4]. The transceiver system used for this SPAD detector 
array was configured in a bi-static layout and used a pulsed laser diode emitting at a wavelength of 670 nm with a 
repetition rate of 40 MHz. Experiments in a number of scattering environments demonstrated depth and intensity 
profiles of stationary targets achievable at up to 7.2 attenuation lengths and detection of moving targets at up to 
6.7 attenuation lengths. We will show how this parallel data acquisition was exploited to adapt the camera system 
to show real-time three-dimensional video with low latency. 

 
Fig. 1 a) Depth and intensity profiles of a plastic pipe connection target obtained with the single-pixel scanning system. The 
profile was measured at 8 attenuation lengths between system and target (i.e. 16 attenuation lengths round-trip), using a pixel 
format of 240 × 240, a per pixel acquisition time of 30 ms, and average optical power of 2.6 mW. The area scanned was 
48 mm × 48 mm at a distance of approximately 1.70 meters. b) Depth and intensity profiles of a silicon submarine target 
obtained with the SPAD detector array system. The profile was measured at 1.2 attenuation lengths between system and 
target, aggregating 100 binary frames (of 1 ms acquisition time per frame), and using an average optical power of 2.5 mW. 
The area scanned was 48 mm × 60 mm at a distance of approximately 1.70 meters. 
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In recent years, the time-correlated single-photon counting technique has emerged as a candidate algorithm for the depth and 
intensity profiling of targets in a wide range of LiDAR applications, such as long-range imaging [1,2], imaging in turbid 
underwater environments [3], multispectral imaging [4,5], and imaging in highly scattering environments [6]. The picosecond 
timing resolution and excellent surface-to-surface resolution of the technique allows high-resolution, three-dimensional 
imaging of long-range targets in extremely challenging environments, with very low visibilities.  
 
We present two depth-imaging systems for free-space imaging in highly attenuating environments, such as in smoke and 
water-based fog. The first system is comprised of a custom-built, monostatic scanning transceiver unit fibre-coupled to a 
single-pixel, Peltier cooled InGaAs/InP single-photon avalanche diode (SPAD) detector. The second is a bistatic system using 
a 32  32 pixel array based on InGaAs/InP Geiger-mode avalanche photodiode (GmAPD) detector technology. Both of these 
systems use a pulsed laser source at an operating wavelength of 1550 nm with milliwatt average optical power levels, resulting 
in eye-safe imaging. These systems were used to obtain three-dimensional depth profiles of targets in high levels of obscurants, 
as shown in Fig. 1. The obtained results demonstrate the benefits of short-wave infrared (SWIR) wavelengths for imaging 
through highly scattering media, when compared to visible band sensors. 
 
We also present a bespoke image processing algorithm, which was designed to exploit spatial correlations in sparse 
single-photon data to provide real-time reconstruction [7]. These algorithms can be applied to scenarios that result in many 
‘missing’ pixels in the image where there was insufficient photon returns to provide a depth estimate, such as targets behind 
camouflage netting. The use of such algorithms can allow for successful target reconstruction in highly attenuating 
environments, even when using shorter acquisition times, high frame-rates, and low levels of optical power, even in the sparse 
photon regime.  

 
Fig. 1: High resolution depth profiling of a target through 24 metres of a scattering media obtained using the time-correlated 
single-photon counting technique and the time-of-flight approach reconstructed using a simple pixel-wise cross-correlation 
algorithm. These results were obtained using an illumination wavelength of 1550 nm and milliwatt average optical power 
levels.  
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Single Photon Counting Avalanche Diode (SPAD) sensors can be driven with reverse bias voltages beyond the 
breakdown point to count single photon events by triggering an avalanche effect. The event time can be read out 
with sub-nanosecond to a few 10 picosecond precision. Thus, SPAD sensors have the potential to revolutionize 
optical sensing by combining high sensitivity and high timing precision, and they can be used for computational 
imaging. In our experiments we used InGaAs SPAD devices as gated single diodes as well as 32x32 array detectors 
to perform active imaging at a laser wavelength of 1.5 μm. 
As illustrated in Figure 1, due to high sensitivity, it is possible to observe light pulse in flight only slightly scattered 
by air. We investigated the propagation of light pulses with arbitrary flight path and developed an analysis method 
to determine both, the flight path and the position of the laser source, from few scattered photons [1,2]. From our 
results, we propose the application of SPAD array detectors for Laser Warning Devices which can detect and 
analyze laser irradiation without direct illumination. Further, we performed 3D imaging of static scene and rapidly 
moving targets to measure motion vectors and rotation velocities. Finally, we used both sensors (array and single 
diode) to measure the round trip times of photons with the aim to localize objects outside the line of sight. In our 
approach, we try to expand our field of regard or perception range not only to objects around a corner in a so-
called 3-bounce scenario but also to object which are hidden deeper in the phase space (e.g. 5-bounce scenario and 
higher). As a resume of out work, we summarize our results and give predictions for future SPAD sensor 
development needs.  
 

 
Fig. 1 Example of a multi-return SPAD signal for computational imaging containing returns from light-in-flight, 3D 
imaging, lens flare and non-line-of-sight targets [1]. 
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The high gain and low excess noise factor in HgCdTe APDs enables down to single photon detection with a 
detection efficiency that are expected to exceed 90%. As the detection is done in linear mode these detectors 
conserve a high dynamic range that enables to detect multi-photon states on a single detector and do not exhibit a 
dead-time after the detection of one or a number of photons. The latter means that the detection rate is only limited 
by the bandwidth of the APD and the pre-amplifier, which is why rates in excess of 1 GHz can be achieved in such 
detectors[1], surpassing other single photon detection technologies by a factor 10 to 1000. Such high count-rates 
makes HgCdTe APDs and interesting candidate both for classical free space optical communications and for 
quantum optics application such as quantum cryptography and quantum computing.  
The GHz single photon rate landmark has been approached at CEA/Leti by the development of a detection module 
for deep space FSO in collaboration of ESA. The detection module is a four quadrant HgCdTe APDs, designed to 
minimize the collection time of the carriers and hybridized to a dedicated CMOS circuit with resistive trans-
impedance amplifier (RTIA). The bandwidth and count rate of each channel is limited to 400 MHz by the low 
noise RTIA.  Single photon detection has been demonstrated up to count rates of 500 MHz with such module, 
implying a cumulated detection rate of 2 GHz if the signal is dispatched over all four quadrants. Fig. 1 compares 
the dark signal at the output of the detector with a pulsed signal at 500 MHz with about one photon per pulse. The 
aim of this communication is to discuss the expected optimal performance of HgCdTe APDs at GHz count rates 
in perspective of the most recent results, such as detection efficiency jitter, dark-count rate and maximum count-
rate, which have been measured on present detector modules. 
 

 
 

Fig. 1 Single photon level signal with a pulse repetition rate of f=500 MHz detected using a free space coupled HgCdTe 
APD detector (red trace). The blue dashed lines indicates the instant of arrival of the photons. The signal is compared with 
a typical dark measurement (without laser light on the detector), plotted with a gray trace. 
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SUPERTWIN is a H2020 European FET-OPEN project that aims at building an all-solid-state super-resolution 
quantum microscope. The basic idea consists in exploiting the non-classical correlations existing among entangled 
N-photon states to overcome the diffraction limit by a factor of N.  The project poses significant challenges on the 
detector in terms of efficiency. The parameters of interest include photon detection efficiency (PDE), timing 
resolution, spatial resolution and duty cycle. 
Superconducting Nanowire Single Photon Detectors represent the state of the art in terms of PDE and timing 
resolution, but array implementations are limited to few channels. Correlated imaging is therefore achieved 
through N-dimensional scanning, which becomes unfeasible for large values of N. Scanning can be avoided using 
image sensor-based technologies, such as intensified cameras. In this case, the main limitation is given by the poor 
duty cycle, in the order of 10-6. 
Recently, arrays of single photon avalanche diodes (SPADs) in CMOS technology have been proposed for this 
application. For example, [1] consists of a 32×32 array of photon-timestamping pixels, each including a SPAD 
and an 8-bit, 205-ps Time-to-Digital Converter. The sensor, fabricated in a fully standard 150-nm CMOS 
technology, achieves a state-of-the-art pixel fill-factor of 19.48% on a 44.64 μm pitch. Fig. 1 shows the details of 
the pixel. By means of smart readout mechanisms implemented on chip, the sensor achieves a duty cycle which is 
4 orders of magnitude larger than intensified cameras.  
The sensor has been successfully employed in a number of quantum optics experiments, including imaging of a 
Spontaneous Parametric Down-Conversion (SPDC) source of entangled photons, shown in Fig. 2, super-resolution 
quantum imaging at the Heisenberg limit using SPDC photons [2], the investigation of diffraction patterns of bi-
photon states [3]. 
At the time of the workshop, we will summarize the results achieved by the SUPERTWIN project from the detector 
perspective, highlighting advantages and limitations of CMOS SPAD technology in quantum optics applications. 
 

 
Fig. 1 (a) Layout and (b) picture after poly deposition of the 
pixel. The large square rings around the SPAD correspond to 
dead area needed to avoid punch-through between the SPAD 

well, which operates at >20 V, and the 1.8 V logic. 

 
Fig. 2 (a) Far-field image of the 810-nm photon flux generated 
by an SPDC source and (b) 2D histogram of the barycenter of 
detected bi-photons, demonstrating that the biphotons are anti-

correlated in their direction of emission. 
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A Novel Approach to High Dynamic Range Imaging with CMOS-SPADs  
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High Dynamic Range (HDR) operation is required for applications such as automotive to cover a large variation 
of illumination intensity[1]. The capability to count single photons up to 100’s Mphotons/s enabled Single Photon 
Avalanche Diodes (SPADs) to achieve a HDR [1]. This work exploits the excellent timing resolution of SPADs 
to extend the dynamic range beyond the saturation level by extracting the intensity of light from the photon inter-
arrival times, reaching 138.7-dB dynamic range within 30-ms integration time [2]. The SuperEllen chip [3] was 
employed to experimentally validate the proposed method. The sensor features 32×32 pixels with 44.64-μm pitch, 
19.48% fill-factor, each containing one SPAD and an 8-bit Time-to-Digital Converter (TDC). For this experiment, 
the TDC timing resolution was set to ~300-ps. Several (Nobs) observations were taken to populate a histogram of 
inter-arrival times, accumulating an effective integration time of 30-ms. Every histogram contains two pieces of 
information: the number of detected photons (Nph) and their Average Arrival Time (AAT). At low photon flux 
densities, the intensity of light can be estimated from the number of photons detected (Nph/Nobs), as done in a 
standard photon counting pixel (Fig. 1(a)). When the flux is higher as shown in Fig. 1(b) and (c) , the counter 
saturates (Nph/Nobs=1), so we can estimate the flux from the AAT. Fig. 1(c) displays a sample condition with very 
high flux density having an AAT much lower than the SPAD dead time. This is possible thanks to a quenching 
mechanism that turns on the SPAD synchronously with the opening of the observation window. Fig. 1(d) shows 
that the proposed method extends the dynamic range by 42.8-dB with respect to the standard mode based on the 
photon counting. Fig. 2 contains a sample HDR image. Fig. 2(a) shows the observed scene. Fig. 2(b), (c) display 
the captured image when estimating the photon flux from Nph and AAT, respectively. Each mode represents either 
low flux or high flux part in detail, not both. Fig. 2(d) merges the two images into a single HDR image, 
demonstrating the effectivity of the proposed method by identifying different intensities at all flux levels. 

 
Fig. 1. (a), (b), and (c) histograms of photon arrival times at low, medium, and high light intensity in a pixel, (d) estimated 

optical signal together with noise represented as error bar at different illumination levels by using the basic photon-
counting and the proposed method. The plot shows that the achieved dynamic range is 142.5dB by exploiting the AAT. 

 
Fig. 2. (a) photograph of the captured scene, acquired with a conventional camera in an indoor environment with 
black walls and lights off, (b)  photon counting-based image, acquired by SuperEllen chip, (c) image based on 

average photon arrival time, (d) reconstructed HDR image by the proposed method. 
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A novel type of SPAD is presented consisting of a small 1-fF avalanche diode in its center and surrounded by a 
large collection volume for photo-generated minority carriers.  A current-assisted drift field [1] guides each photo-
generated electron in the volume towards the center diode for the purpose of triggering a diode breakdown. The 
pn-junction consists of an n+-diffusion embedded in an n-well and surrounded by a p+-diffusion in a high resistivity 
p--EPI layer (~1000 Ohm.cm). Using the n-well makes the avalanche multiplication to happen before unwanted 
band-to-band tunneling at increasing reverse bias voltage.  
An additional p+-diffusion at the edge of the volume delineates the photo-sensitive area (ring seen in Fig 1a) and 
is used to guide the photocarriers quickly towards the middle by application of a negative bias, thereby generating 
an electric drift field in the underlying neutral volume together with a majority-carrier hole-current linked by ohms 
law. The hole current starts in the p+-anode and ends in the p+-ring and comes at the cost of some power dissipation, 
therefore preference is given to a high-ohmic resistive EPI-layer. Further, by choosing a thick EPI-layer, deeply-
generated NIR photoelectrons get detected too, provided that the backside is applied with the same bias as the ring, 
thereby modifying the drift field to also direct these electrons towards the center pn-junction. The holes in the 
volume can’t generate a breakdown event because they are present at the anode side instead of at the cathode side 
and drifting away from the avalanche junction to the ring. 
As this CASPAD has a completely different topology and operates at much smaller breakdown currents compared 
to traditional SPADs, it has different merits, disadvantages and trade-offs.  This first version of its kind is not yet 
optimized because it is merely based on 350-nm CMOS technology options for making MOS transistors. The 
present detector is characterized for both its performance in the linear mode (as an avalanche photodiode) and in 
Geiger mode (as a SPAD).  Performance parameters such as timing jitter, dark count rate (DCR), after-pulsing, 
photon detection efficiency (PDE) for CASPAD will be presented. 
 

 
 

Fig. 1 (a) Cross section of the CASPAD with the avalanching pn junction in the middle and current assisting “ring”, and 
(b) Measured IV characteristics of the CASPAD with calculated gain from the photocurrent on the right Y-axis. 
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Laser scanning microscopy is one of the most common architecture in fluorescence microscopy, e.g., confocal, 
two-photon excitation (TPE), and stimulated emission depletion (STED) microscopy. In a nutshell: (i) the 
objective lens focuses the laser beam(s) to the sample and generates an effective excitation spot which is raster 
scanned across the sample; (ii) for each position/pixel the fluorescent image of the spot is projected into a single-
element detector, which – typically – spatially and temporally integrates the fluorescent light over the detector 
sensitive area and during the pixel dwell-time, thus providing a single-intensity value per pixel; (iii) all pixel 
intensity values are registered to build up a digital image.  It is clear that the spatio-temporal integration performed 
by the single-element detector hinders any additional information potentially encoded in the dynamic and image 
of the fluorescent spot. 
To address this limitation, we recently upgraded [1] the detection unit of a laser scanning microscope, replacing 
the traditional single-element detector with a novel SPAD (single photon avalanche diode) array detector (Fig. 1 
A).  
First, we have shown that the additional spatial information provided by such a detector allows to overcome the 
tradeoff between resolution and signal-to-noise ratio (SNR) proper of confocal microscopy (Fig 1 B): indeed, this 
architecture represents the natural implementation of image scanning microscopy (ISM). The same spatial 
information is explored in a STED microscope [2] to mitigate the usually non-negligible chance of photo-damaging 
the sample with the high-intensity STED beam, and in a TPE microscope to compensate distortions/aberrations 
occurring for deep-imaging.   
We then exploited the temporal information, in particular the single-photon timing ability of the SPAD array – all 
detector elements are fully parallel with < 200 ps timing jitter and 40 MHz maximum count-rate – to combine 
intensity and fluorescence lifetime (FL) imaging: the results show higher spatial resolution and better accuracy of 
the lifetime estimate with respect to the confocal counterpart (Fig 1 B).  
Lastly, we discuss how the proposed SPAD-based laser scanning microscope can be used in the context of single-
molecule experiments, such as imaging, tracking, and spectroscopy. We envisage that this implementation will 
trigger a transition from single-molecule microscopy to single-photon microscopy. 
 
 

 
Fig. 1. (A) Scheme of the SPAD-based laser scanning microscope. (B) Example of imaging with the SPAD-based system. 
The image compares confocal microscopy, image scanning microscopy (ISM), and fluorescence lifetime ISM. 
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The emission of semiconductor quantum dots (QDs) has been shown to exhibit excellent properties in terms of 
single photon purity, photon indistinguishability and entanglement fidelity, i.e. essential prerequisites for quantum 
communication. Emission in the telecom O- or C-band will boost the range of communication schemes due to the 
favourable absorption and dispersion properties of silica fibers employed in the existing global fiber network.  
 
By metal-organic vapor-phase epitaxy, we have fabricated InAs quantum dots on InGaAs/GaAs metamorphic 
buffer layers on a GaAs substrate with area densities that allow addressing single quantum dots. The 
photoluminescence emission from the quantum dots is shifted to the telecom C-band at 1.55 μm with a high yield 
due to the reduced stress in the quantum dots. Single- and polarization-entangled photon emission is demonstrated 
[1,2]. Furthermore, the coherence properties of photons emitted by InAs/InGaAs QDs emitting directly in the 
telecom C-band, are examined under above-band excitation and in resonance fluorescence [3]. The average 
linewidth is reduced from 9.74 GHz in above-band excitation to 3.5 GHz in resonance fluorescence. Two-photon 
excitation of the biexciton is investigated as a resonant pumping scheme. A deconvoluted single-photon purity 
value of g(2)(0) = 0.07 and a postselected degree of indistinguishability of VHOM = 0.89 are determined for the 
biexciton transitions (see Fig.1). 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Two-photon interference of distinguishable and indistinguishable photons after two-photon excitation of the quantum 
dot with the respective fit functions (orange). The insets show the same data with a correlation window of ± 500 ns. 

 
Finally, to boost the extraction efficiency, the applicability of an approach combining a nano-membrane containing 
QDs, with a GaP hemispherical lens is presented for a sample emitting in the telecom O-band. 
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Nonclassical states of light are key resources for quantum information technologies thanks to their easy 

transmission, robustness to decoherence and variety of degrees of freedom to encode information. In recent years, great 
efforts have been directed towards entanglement into high-dimensional degrees of freedom of photons (e.g. orbital angular 
momentum, path, frequency) as a mean to strengthen the violation of Bell inequalities, increase the density and security 
of quantum communication and enhance flexibility in quantum computing. Among the investigated degrees of freedom 
frequency is particular attractive thanks to its robustness to propagation in optical fibers and its capability to convey large 
scale of quantum information into a single spatial mode. Reaching a high versatility and a precise control over this degree 
of freedom is therefore desirable in order to employ the same source of quantum states of light for a wide range of 
applications [1]. In this framework, the technological maturity and optoelectronic capabilities of III-V materials make 
them an ideal platform to develop efficient and scalable devices to generate and manipulate frequency-encoded quantum 
states [2]. 

In this work, we exploit the high flexibility offered by Spontaneous Parametric Down Conversion in a 
semiconductor AlGaAs microcavity under a transverse pump geometry [3] (see Fig. 1a). We demonstrate that tailoring 
the spatial profile (intensity and phase) of the pump beam enables the control of the spectral correlations and wavefunction 
symmetry of the photon pairs directly at the generation stage, without any post-selection. In particular, tuning the pump 
beam waist allows to produce correlated, anti-correlated and separable frequency states, while modifying the spatial phase 
profile allows to switch between symmetric and antisymmetric spectral wavefunctions and modify the exchange statistics 
of the photons.  

As shown in Fig. 1a, using a spatial light modulator we can control the phase shift between the two halves of the 
pump beam impinging of the AlGaAs ridge cavity. The first row of the right part of the figure reports the results for a flat 
phase (φ'=0) pump beam: the emitted two-photon state has an almost Gaussian joint spectrum (Fig 1b) and in a Hong-
Ou-Mandel interferometer it shows a bunching behavior (Fig 1c,d), typical of bosonic statistics.  On the other hand, if we 
apply a π phase shift (φ'=π), as shown in the second row, the joint spectrum splits into two lobes (Fig 1e) and the 
coincidence probability features a clear change to an anti-bunching behavior (Fig 1f,e), typical of fermionic statistics [4].  

These results, obtained with an integrated chip, at room temperature and telecom wavelength, could be harnessed 
to study the effect of exchange statistics in various quantum simulation problems, and to implement communication and 
computation protocols exploiting antisymmetric high-dimensional quantum states [5]. Moreover, undergoing studies have 
shown that other exotic nonclassical states, like Schrodinger's cat in the frequency-time domain, can be generated with 
the same device, broadening the range of its possible applications for quantum technologies. 

Figure 1: a) Sketch of the AlGaAs ridge microcavity emitting photon pairs by SPDC in a transverse pump geometry. b-d) Joint spectrum measured 
with a fiber spectrograph for a flat phase pump beam (φ'=0), and corresponding measured and calculated HOM interferograms. e-g) Joint spectrum 
and HOM interferograms for a pump beam with a π phase step (φ'=π). 
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A single-photon source capable of on-demand or periodic generation of indistinguishable single- and 

multi-photon states is a key requirement for optical quantum information processing (QIP) applications. While 
heralded single-photon sources (HSPSs) via spontaneous parametric down-conversion (SPDC) have long served 
as single-photon sources, their probabilistic nature and low generation rates make them unsuitable for large-scale 
optical QIP applications.  

To overcome this limitation and to realize a periodic single-photon source, we utilize time-multiplexing 
techniques [1,2] by pairing an ultra-low loss, adjustable delay line with our high-efficiency HSPS generating highly 
indistinguishable photons. An optical-pulse train from a laser pumps an SPDC crystal to generate pairs of signal 
and idler photons in one or more time slots; the detection of a signal photon heralds which time slot contains the 
corresponding idler photon. The idler photon is then switched into a variable-length storage cavity where it is 
delayed such that any of the time slots containing a heralded photon is multiplexed onto a single output time 
window at the end of each multiplexing cycle (Fig. 1a). This increases the single-photon probability at a periodic 
pre-determined time as a function of the number of pump pulses (time slots) used for one multiplexing cycle. 

We report our most current results using this technique [3]. Figure 1b shows how by multiplexing 40 time 
bins, we have observed up to a 66.7±2.4% presence probability of single photons collected into a single-mode 
optical fiber per cycle, a ten-fold enhancement over the non-multiplexed case. We also confirmed that the spectral 
and temporal indistinguishability of our photons are unaffected by pump power or time-multiplexing, by directly 
observing Hong-Ou-Mandel (HOM) interference between photons generated by our time-multiplexed source and 
a conventional HSPS using the same SPDC source, with background-corrected HOM visibilities above 90%. 

In the regime of a 66.7% single-photon probability per cycle we measured a second-order correlation 
function g(2)(t = 0) of 0.269. This is a consequence of relatively inefficient heralding detectors which require our 
SPDC source to be driven at high powers to have at least one heralded photon for each time-multiplexing cycle, 
increasing the probability of multiple-pair down-conversion events. Therefore, we also discuss ongoing work to 
suppress the g(2) by improving the detection efficiency and photon-number resolution of our heralding system. 

Despite a relatively low repetition rate of 500 kHz, the high efficiency of our source already allows it to 
generate multiple individual photons at rates much higher than less-efficient single-photon source technologies, 
including state-of-the-art conventional HSPS and quantum dot sources [4]. For instance, our source can be used to 
generate thousands of 12-photon states per second and ~1 30-photon state per second. Moreover, modifying our 
time-multiplexing methods can enable exponentially more efficient creation of more exotic multi-photon states, 
such as N00N states and deterministic photon-subtracted states [5]. We believe that these methods will enable a 
plethora of new photonic quantum information applications. 

       
Fig. 1 (a) Visualization of multiplexing process. (b) Single-photon probability as a function of multiplexed time bins (N) for 
three SPDC pumping powers corresponding to mean photon numbers per pump pulse of μ = 0.004, 0.05, and 0.18 [3].   
  

References 
[1] E. Jeffrey, N. A. Peters and P. G. Kwiat. “Towards a periodic deterministic source of arbitrary single-photon 

states,” New J. Phys. 6, 100 (2004) 
[2] T. Pittman, B. Jacobs, and J. Franson. “Single photons on pseudodemand from stored parametric down-

conversion,” Phys. Rev. A 66, 042303 (2002) 
[3] F. Kaneda and P. G. Kwiat. “High-efficiency single-photon generation via large-scale active time 

multiplexing,” Science Advances, to appear, arXiv:1803.04803v1 (2018) 
[4] N. Somaschi et al. “Near-optimal single-photon sources in the solid state,” Nat. Photonics 10, 340–345 (2016) 
[5] K. T. McCusker and P. G. Kwiat. “Efficient Optical Quantum State Engineering,” Phys. Rev. Lett. 103, 

163602 (2009) 

Output  
Window 

… Pump 

Idler 

Signal Storage 

Output 
Window 

t



N Time Bins 

… 

Storagge

Trigger Trig

(a)                                                                                      (b) 

101



This manuscript has been authored by UT-Battelle, LLC, under Contract No. DE-AC05-00OR22725 with the U.S. Department of Energy. The 
United States Government retains and the publisher, by accepting the article for publication, acknowledges that the United States Government 
retains anon-exclusive, paid-up, irrevocable, worldwide license to publish or reproduce the published form of this manuscript, or allow others to 
do so, for United States Government purposes. The Department of Energy will provide public access to these results of federally sponsored 
research in accordance with the DOE Public Access Plan (http://energy.gov/downloads/doe-public-access-plan). 

Toward control of the quantum state of hBN single-photon emitters 
Claire E. Marvinney,1,* Matthew A. Feldman,1, 2,* Nathan Rosenmann,3 Tristan Carlson,4 Yu-Chuan Lin,5 Yiyi Gu,3 Kai 
Xiao,5 James H. Edgar,6 Ivan I. Kravchenko,5 Alexander A. Puretzky5 Richard F. Haglund,2 and Benjamin J. Lawrie1  

1Quantum Information Science Group, Oak Ridge National Laboratory, Oak Ridge, TN 37831, USA 
2Department of Physics and Astronomy, Vanderbilt University, Nashville, TN 37235, USA 

3Department of Physics, University of Illinois, Chicago, Chicago, IL 60607, USA 

4Department of Physics and Astronomy, University of the South, Sewanee, TN 37383, USA 
 5Center for Nanophase Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN 37831, USA 

6Department of Chemical Engineering, Kansas State University, Manhattan, Kansas 66506, USA 
*These authors contributed equally 

 
The study of two-dimensional (2D) materials is of growing interest for a range of integrated quantum technology 
applications. Hexagonal boron nitride (hBN) is a 2D material of interest for quantum photonic and phononic 
applications because its defect-based single photon emitters (SPEs) are bright, have narrow linewidths, and are 
stable at room temperature [1], and because, for isotopically pure samples, the phonon interactions can have ultra-
low losses [2]. To date, discovering the atomistic origins of SPEs in hBN has proven challenging.   Recent results 
have shown that spectrally resolved, two-color Hanbury Brown-Twiss (HBT) interferometry can be used to 
characterize electron-phonon interactions in hBN [1]. To create a description of the combined photonic and 
phononic quantum state in hBN of varying isotopic concentration, measurements of spectrally resolved correlation 
functions as in [1] are employed to study the electron-phonon and electron-electron interactions in isotopically 
enriched and naturally abundant hBN samples. 

Here, our initial results are on naturally abundant hBN, where we explore both the autocorrelation and two-color 
correlation functions for spectrally distinct electronic transitions. While some of the features in Fig. 1a can be 
attributed to phonon replicas, at least two features appear to be zero-phonon lines (ZPLs).  Fig. 1b illustrates strong 

photon antibunching dynamics in the 
two-color correlation function for the 
ZPLs near 540 nm and 575 nm, which 
can be explained by attributing the 
transitions to either different excited 
states of the same defect or to two 
strongly interacting defects. To 
definitively determine which case is 
correct, further experiments are being 
employed, such as spectrally tunable 
optical excitation of these states with 
improved spectral resolution at liquid 
helium temperatures, where resonantly 
pumping one transition while collecting 
on another becomes possible.  Additional 
experiments exploring the variation in 
electron-electron and electron-phonon 
interactions with changing boron isotope 
within the hBN are currently underway, 
where samples (Fig 1e-f) with B10:B11 
ratios of 100:0, 50:50, 20:80, and 0:100 
are being studied with these same 
techniques.   
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Fig. 1: (a) Localized defect microphotoluminescence spectra for a few-layer hBN 
flake irradiated with a 40 μW, 405-nm wavelength, 1μm2 spot size CW laser after 
13.5 hrs irradiation. (b) – (d) Spectrally resolved Hanbury Brown-Twiss 
interferometry of defect photoluminescence at 575 nm (c) and 540 nm (d), with two-
color antibunching measurements demonstrating strong anticorrelations between the 
emitters at these two wavelengths (b). (e) SEM image of an hBN flake with isotope 
ratio of 50:50 B10:B11 deposited on an array of SiO2 nanopillars (d = 450 nm, h = 130 
nm), where the pillars can create strain localized defect emitters [3]. (f) Optical image 
of 50:50 B10:B11 hBN flakes on a TEM grid for characterization of suspended flakes. 
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The prospect of an integrated quantum optics platform consisting of networks of stationary qubits interfaced with 
photons has motivated solid-state quantum research for decades. Substantial progress has been made with 
semiconductor quantum dots (QDs) toward this goal with advanced demonstrations as indistinguishable photon 
sources, single photon switches, quantum transistors, and spin-photon and spin-spin entanglement. However, 
these efforts have been limited to one, and at most, two QDs. A roadblock for further scaling is the wide 
distribution of QD emission energies, spanning 10s of meV, compared to the few μeV for a single QD linewidth. 
The probability of finding QDs with the same emission energy is negligible, a challenge shared by all solid-state 
emitters. We have developed a technique that addresses this challenge by locally tuning individual QDs via 
laser-crystallization of a thin HfO2 film deposited on the surface of photonic structures[1]. With this approach 
individual QDs can be tuned across the inhomogeneous distribution, with a step size down to the homogeneous 
linewidth, and sub-micron spatial resolution. We leverage these capabilities to tune multiple QDs into resonance 
within the same nanophotonic waveguide, as shown in Fig. 1b for three QDs.  

 
 
We show the prospect of this approach for scalable integrated quantum optics with photon-mediated interactions 
– in the form of superradiance – for up to three QDs. Second-order photon correlation measurements on a single 
QD shows antibunching down to zero, as expected for a single-photon emitter. When two QDs are resonant, a 

 bunching peak around zero delay emerges, which is a clear signature of superradiance. With three QDs 
resonant, this bunching peak approaches the theoretical limit of , limited by the ~100 ps time 
resolution of the detection system. 
 

[1] J. Q. Grim, A. S. Bracker, M. Zalalutdinov, S. G. Carter, A. C. Kozen, M. Kim, C. S. Kim, J. T. Mlack, 
M. Yakes, B. Lee & D. Gammon  , “Scalable in operando strain tuning in nanophotonic waveguides 
enabling three-quantum-dot superradiance,” Nature Materials (2019) 
https://www.nature.com/articles/s41563-019-0418-0 

 

Fig. 1 (a) Photonic crystal waveguide with grating output couplers as well as a schematic of second-order photon correlation 
measurements. The positions of three QDs are indicated with red circles. (b) Spectra of three QDs prior to tuning (top), and after 
tuning two (middle) and three (bottom) QDs into resonance. (c) Second-order correlation measurements for one, two, and three QDs. 
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Single photon technology in Long Distance Quantum Communication 
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Quantum communication can provide unconditional security based on the basic law of quantum mechanics. 
One of the main goal of the field is to extend the transmission distance to large scale, like 1000 km. Here in 
this talk, I shall review the single photon transmission, interference, frequency conversion technology 
developed in our group and their applications in long distance quantum communication, including MDI-
QKD, quantum repeater and free space quantum communication.  
 
 

 
Fig. 1 The future perspective of quantum communication 
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Experimental quantum repeater without quantum memory 
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Quantum repeater [1] – an important ingredient of the global quantum internet – enables the distribution of 
entanglement over long distances. The standard paradigm for a quantum repeater relies on a necessary demanding 
requirement of quantum memory [2]. Despite significant progress [2], its limited performance makes practical 
quantum repeaters still a great challenge. Notably, the proposal of all-photonic quantum repeater [3] completely 
avoids quantum memories. Different from the conventional repeaters, the all-photonic scheme introduces an 
explicit construction of a repeater graph state (RGS) consisting of a complete subgraph of K core photons each 
connected to an additional photon forming K external arms. All-photonic quantum repeater presents the resilience 
against photon loss, whereas it avoids the coherence time limitations of quantum memories and the requirement 
of long-distance heralding. These features attract much attention to all-photonic quantum repeater recently. 

Experimentally, we simplify the original scheme by replacing the RGS with a GHZ-state. Further, to 
implement arbitrary connections of different channels, we design a passive-choice measurement (PCM) which can 
realize Bell state measurement and projection measurement simultaneously via post-selection. As a proof-of-
principle demonstration, we experimentally build the  2  parallel all-photonic quantum repeater with twelve 
manipulated photons  [4]. A schematic drawing of the set-up is shown in Fig. A. In experiment, to verify its ability 
of manipulating 12 photons, we measure the photon distribution in Z basis, and obtain a signal-to-noise ratio as 
1420:1. For the 2 parallel structured all-photonic quantum repeater, we register the eightfold coincidence 
events with downconversion probability p = 0.0344 for a duration of 39 h. In comparison, we also register the 
eightfold coincidence events for the upper (lower) channel of the parallel entanglement swapping by removing the 
PCM1 and PCM4 (PCM2 and PCM3) with the same p and duration. The counting ratio is . In 
addition, we increase the power of pump laser and perform the same evaluation with  for a duration of 
22 h. The ratio is . These results are shown in Fig.B. The average fidelities for four entangled 
state with different down-conversion probabilities is evaluated as  and . It obviously 
indicate genuine entanglement of the final state. Thus we experimentally demonstrate a  2 parallel all-photonic 
quantum repeater. Our experiment suggests that the all-photonic scheme represents an alternative path—parallel 
to matter-memory-based schemes—towards realizing practical quantum repeaters. Further details of our work 
can be seen in Ref. [4]. 

Fig. A : The experimental set-up of all-photonic quantum repeater.The Circular polarisation beam splitter in PCM is 
implemented by a PBS centered among four HWP with . SC-YVO4 and TC-YVO4 represent for spatial compensation 
(SC) and temporal compensation (TC) YVO4 crystals. Fig. B : The ratio of 2 parallel quantum repeater to the parallel 
entanglement swapping with different down-conversion probabilities. The blue line denotes the ratio in ideal cases. The 
diamonds denote experiment result. 
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Hong-Ou-Mandel interference of polarization qubits stored in independent 
room-temperature quantum memories 
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An optical Quantum Memory (QM) is a device capable of performing coherent storage and on-demand retrieval 
of a quantum state via a controlled light-matter interaction. The possibility offered by QMs to coherently 
manipulate quantum information has important applications in the field of Quantum Communication. QMs are an 
essential building block for future large photonic quantum networks based on Memory-Assisted Measurement-
Device Independent Quantum Key Distribution (MA-MDI-QKD), and for Quantum Repeaters, which may enable 
the distribution of entanglement beyond the limits imposed by the quantum channel [1]. A significant challenge in 
creating MA-MDI-QKD networks and Quantum Repeaters consists in demonstrating high-visibility Hong-Ou-
Mandel (HOM) interference between two quantum states stored in two QMs.  
The QMs employed in this experiment are based on Electromagnetically-Induced Transparency (EIT) realized in 
a vapor of 87Rb atoms heated at 60°C. Under EIT, the absorption, storage and retrieval of a weak probe pulse is 
mediated by a strong control pulse. Specifically, the QM exploits the Λ-level hyperfine structure of the 87Rb D1 
line at 795nm. EIT can be used to slow the group velocity of light in the medium, and ultimately to store light in 
a collective atomic excitation by dynamic adjustment of the control pulse intensity. Storage of an arbitrary 
polarization state is achieved by means of a dual-rail configuration. We previously demonstrated ultra-low noise 
storage of single-photon-level polarization qubits with a fidelity above 90% and storage time up to 40μs [2, 3]. 
We present an elementary quantum network consisting of two qubit sources generating phase-randomized 
polarization-encoded attenuated coherent pulses with a FWHM of 400ns and a repetition rate of 25kHz, two 
independent room-temperature QMs and a measurement node. We investigate the indistinguishability of the qubits 
after retrieval from the QMs via HOM interference, by exploiting both the temporal and the polarization degrees 
of freedom.  

We first benchmark the performance of the network 
excluding the QM, obtaining a qubit interference visibility 
of V = (42.4 ± 0.6) %, compared to the maximum 
observable of 50% in the case of weak coherent states. We 
observed HOM interference of the qubits retrieved from the 
QM after a storage time of 1μs with different mean photon 
number at the input of the QMs. In the case of few-photon-
level inputs, we observed V = (41.9 ± 2.0) %, while in the 
case of single-photon-level inputs we observed V = (25.9 ± 
2.5) %, with a background visibility of V = (1.7 ± 2.6) %. 
The result obtained for the HOM visibility after storage and 
retrieval in two QMs opens the way to the implementation 
of our system in a cryptographic network, exploiting 

protocols such as MA-MDI-QKD. Although our single-photon level result is below the minimum visibility of 37% 
that ensures a positive secret key-generation rate in the MDI-QKD protocol, we find that the primary parameter 
affecting HOM visibility in our experiment is the low signal-to-background ratio (SBR). By implementing the 
noise-cancelling protocol proposed in [2], we expect to achieve a single-photon-level input visibility of above 
41%. Moreover, the room-temperature operation of our system significantly decreases the technological overhead 
required to realize a scalable quantum network containing many portable quantum memories.  
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Entangling quantum systems with different characteristics through the exchange of photons is a prerequisite for 
building future quantum networks. Proving the presence of entanglement between quantum memories for light 
working at different wavelengths furthers this goal. Here, we report on a series of experiments with a thulium-
doped crystal, serving as a quantum memory for 794 nm photons, an erbium-doped fibre, serving as a quantum 
memory for telecommunication wavelength photons at 1535 nm, and a source of photon pairs created via 
spontaneous parametric down-conversion, as shown in Fig.1. Characterizing the photons after re-emission from 
the two memories, we find nonclassical correlations with a cross-correlation coefficient of g (2) 

12 = 53 ± 8; 
entanglement preserving storage with input-output fidelity of FIO ≈ 93 ± 2%; and non-locality featuring a 
violation of the Clauser-Horne-Shimony-Holt Bell-inequality with S = 2.6 ± 0.2. Our proof-of-principle 
experiment shows that entanglement persists while propagating through different solid-state quantum memories 
operating at different wavelengths. 
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Structures for integrated photonics quantum random number generators 
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Nowadays different electronic devices (Internet of Things, IoT) require the development of low cost, robust 
and secure communication to protect the links and the data. Mass manufacturable, integrated, robust and cheap 
hardware security modules (HSM) are needed. At the heart of any HSM there is a random number generator (RNG) 
system which provides the seed for the digital key generation. Silicon technologies can provide both the required 
high volume as well as the low cost and the small size. This opens the possibility to produce very compact RNG 
that are essential for the implementation in portable electronic devices. 

In this work we focused on the development of a solid-state, fully-integrated, low power, very compact 
photonic quantum random number generators (PQRNGs), which exploit the unpredictability of quantum 
mechanics in order to ensure the maximum level of security. In particular, we implemented a compact structure 
with photon-emitter very close to the single-photon detectors. The emitter and the detector are both based on p-n 
junctions, being either SPADs or mini silicon photomultiplier (SiPM), and they are actually realized with the same 
fabrication process steps. The emitter can be forward or reverse biased.  

Starting from the first implementation, based on NUV technology [1], designed and produced in FBK (Trento, 
Italy), which has been successfully used for the generation of up to 100kbit/s random bits, certified by NIST and 
other different tests [1], we analyzed what are the main limiting issues and we developed new chips. These are 
produced with the new NIR-HD (NIR sensitive technology), developed in FBK, thus giving the single-photon 
detector higher efficiency. Moreover, thanks to the deep-trench isolation which is present in the NIR-HD 
technology, we were able to electrically isolate the emitter and the detector, improving the possible operating 
conditions and obtaining better performance. With the first NUV QRNG structure, we successfully used a recently 
developed robust quantum-random number extraction method described in [2]: here the random symbols are 
generated based on the photon arrival position inside discretized time bins, inside a periodic time window. The 
afterpulsing of the detector is counteracted by adding a no-bit time period at the beginning of the window. This 
method proved to be robust against moderate fluctuation of the emitter intensity and the fluctuation of SPAD bias.  

As a last development, the first NUV QRNG structure has been also used to test the feasibility with an 
integrated emitter-detector approach of the novel “Semi-Device-Independent” method proposed in [3]. In the 
latter, no assumptions about the measurement device (and its performance) are needed. The front end-electronics 
(described in [1]) has been modified to be able to drive the emitter with arbitrary pulses. The setup include an 
arbitrary waveform generator, driving a RF amplifier with an external DC-bias regulation, thus modulating the 
emitter bias below the breakdown voltage or above.  

 

 
Fig. 1 Layout and extracted bit rate vs. emitter rate of the first NUV QRNG, with mini-SiPM as the emitter and SPADs as 
receivers (a), layout of one of the new NIR-HD QRNG structures, with big circular SPAD as the emitter and mini-SiPMs 
as the receivers (b) and schematic of the emitter/detector with front-end board and emitter driving scheme (c). 
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Quantum jitter based random number generator which produces  random combinations of numbers is 

presented in this paper where, a is the radix of the generated random string of length . The proposed Quantum 
Random Number Generator (QRNG) uses detection windows and SPAD quantum jitters such as dark counts and 
or photon arrival times as seeds to generate high-quality random numbers. The detection window implementation 
in the proposed QRNG reduces the effect of noise sources within SPAD that cause periodicity in the generated 
random numbers. Generated random numbers are subjected to NIST Statistical Test Suite and Dieharder test Suite 
and the results are reported. 

Producing true random numbers on a deterministic system requires a disordered random seed [1-5]. The 
probabilistic quantum phenomenon is a source of true randomness in nature. In the experimental setup shown in 
fig.1(b), dark counts of SPAD are used as source of quantum jitter. The time of arrival between detection windows 
and a SPAD avalanche is measured using Time to Digital Converter (TDC).  The measured time intervals are 
concatenated into a binary string of length  using a shift register, which gives combinations of random binary 
values. The entire concatenated string is then type-casted as one -bit binary number so that any periodic 
information between measurements is lost, generating true random numbers. Tables 1 and 2 show the Dieharder 
and NIST STS test results of the generated random data of 35 unsigned numbers of length . 

 
 

 
                (a)            (c)            (d) 

Fig. 1 (a) Table 1: Dieharder Test Suite results of the generated random data. (b) Table 2: NIST Statistical Test 
Suite (STS) results of the generated random data (b) Autocorrelation coefficients evaluated for a generated 
sequence sample of 1024 bits. 
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Generation of hybrid maximally entangled states in a one-dimensional quantum walk
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We study the generation of hybrid entanglement in a one-dimensional quantum walk. In particular, we explore
the preparation of maximally entangled states between position and spin degrees of freedom. We address it as
an optimization problem, where the cost function is the Schmidt norm. We then benchmark the algorithm and
compare the generation of entanglement between the Hadamard quantum walk, the random quantum walk and
the optimal quantum walk. Finally, we discuss an experimental scheme with a photonic quantum walk in the
orbital angular momentum of light along with the scheme for the experimental measurement.
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[11] X.-Y. Lü, G.-L. Zhu, L.-L. Zheng, and Y. Wu, Phys. Rev. A 97, 033807

(2018).

[12] X.-L. Wang, X.-D. Cai, Z.-E. Su, M.-c. Chen, D. Wu, L. Li, N.-L. Liu,

C.-Y. Lu, and J.-W. Pan, Nature 518, 516 (2015).

[13] C. Vitelli, N. Spagnolo, L. Aparo, F. Sciarrino, E. Santamato, and

L. Marrucci, Nat. Photonics 7, 521 (2013).

[14] R. Vieira, E. P. M. Amorim, and G. Rigolin, Phys. Rev. A 89, 042307

(2014).

[15] M. Zeng and E. H. Yong, Sci. Rep. 7, 12024 (2017).

[16] M. Erhard, R. Fickler, M. Krenn, and A. Zeilinger, Light Sci Appl. 7,

17146 (2017).

[17] L.-P. Deng, H. Wang, and K. Wang, J. Opt. Soc. Am. B 24, 2517 (2007).

[18] J. Lopes, W. Soares, B. Bernardo, D. Caetano, and A. Canabarro, ,

arXiv:1811.04001 (2018), 1811.04001.

[19] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum
Information: 10th Anniversary Edition, 10th ed. (Cambridge University

Press, New York, NY, USA, 2011).

[20] D. Cozzolino, D. Bacco, B. Da Lio, K. Ingerslev, Y. Ding, K. Dalgaard,

P. Kristensen, M. Galili, K. Rottwitt, S. Ramachandran, and L. K. Ox-

enløwe, Phys. Rev. Applied 11, 064058 (2019).

[21] D. Cozzolino, E. Polino, M. Valeri, G. Carvacho, D. Bacco,

N. Spagnolo, L. K. Oxenlwe, and F. Sciarrino, arXiv e-prints ,

arXiv:1903.03452 (2019),1903.03452.

[22] K. Manouchehri and J. Wang, Physical Implementation of Quantum
Walks (Springer Publishing Company, Incorporated, 2013).

[23] M. Karski, L. Förster, J.-M. Choi, A. Steffen, W. Alt, D. Meschede, and

A. Widera, Science 325, 174 (2009).

[24] F. Zähringer, G. Kirchmair, R. Gerritsma, E. Solano, R. Blatt, and C. F.

Roos, Phys. Rev. Lett. 104, 100503 (2010).

[25] H. Schmitz, R. Matjeschk, C. Schneider, J. Glueckert, M. Enderlein,

T. Huber, and T. Schaetz, Phys. Rev. Lett. 103, 090504 (2009).

[26] F. Meinert, M. J. Mark, E. Kirilov, K. Lauber, P. Weinmann, M. Gröbner,
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Quantum memory in anti-relaxation coated gas cell
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Quantum memories based on alkali atomic vapors have attracted plenty of attention, since this is a relatively easy 
approach and can be implemented at room temperature. So far, electromagnetically induced transparency (EIT), 
Raman memory, and gradient echo memory (GEM) have been demonstrated in alkali atomic vapors, e.g. Cs or Rb 
atoms[1].
One of main challenges for the vapor-based memories is the decoherence caused by collisions between atoms and 
the vapor cell wall. Such decoherence limits the storage time of the quantum memories and leads to additional
noise.  One approach to achieve longer coherence times is with the use of an anti-relaxation coating on the inner 
wall of the vapor cell.  Paraffin has been the most common anti-relaxation coating used for this purpose. Recently, 
a new anti-relaxation coating, alkene, has been reported to show longer spin relaxation times in alkali atomic vapor 
cells[2].
To investigate the new coating performance for quantum memory in an atomic vapor cell, we have implemented 
a quartz Cesium (Cs) cell that is coated with alkene.  The cell was experimentally studied in a quantum memory 
experiment based on EIT.   The energy structure of the EIT is shown in Fig.1 (a), and the control and the signal
fields are resonant with the 62S1/2 F=3 62P1/2 F’=4 and 62S1/2 F=4 62P1/2 F’=4 transitions of Cs respectively 
and are detuned by 100 MHz. Fig. 1 (b) shows the experimental configuration: the control and signal beams are 
combined with a polarizing beam splitter (PBS) and sent into the alkene coated Cs cell.  After the cell, a Glan-
Thompson polarizer and three Etalon filters remove the control beam. The signal photons are then detected by a
single photon counting module (SPCM).
The linewidth of the EIT resonance corresponds to the decoherence rate and a narrower linewidth will result in 
higher retrieval efficiency. As shown in Fig. 1 (c), the full width half maximum (FWHM) linewidth of spectra of 
the EIT using alkene is in the kHz range, which is much narrower than EIT using paraffin in the same experimental 
set-up.  Fig. 1(d) shows the storage and retrieval of a 2- s second photon pulse. In the experiment, the control 
beam diameter (1.5 mm) is much smaller than the diameter of cell (19 mm).  During the retrieval process, only 
when the stored atoms without decoherence move into the control beam area, photons can be retrieved.  In that 
case, the longer the decoherence time, the longer the tail of the retrieval pulse will become. The experimental 
results show a much longer retrieval tail.  From these experimental results, the alkene coating cell can provide long 
coherence time, and thus can provide higher storage efficiency and longer storage time. 
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Fig. 1 experimental setup and results. (a) energy structure for EIT memory, (b) experimental setup, (c) EIT transparent
window, (d) photon pulse storage and retrieval.
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Nonclassical correlations are a key resource to explore foundational quantum information tasks and for 
applications in device-independent protocols. Quantum steering was recently formalized [1] and describes the 
effect of a local measurement on one system and affecting the measurement results on the other system. 
This can be visualized for two-qubit states using quantum steering ellipsoids (QSE), which is the set of Bloch 
vectors that Alice can collapse Bob's state to. They are theoretically well studied [2-5] and have been recently 
experimentally demonstrated [6]. 
 
Here, we experimentally demonstrate QSEs using a fully reconfigurable silicon quantum photonic device able to 
implement universal two-qubit unitary quantum operations. It is adopting an optical linear-combination protocol 
that utilizes only two-photon-entanglement and extended spatial freedom of photons (Fig.1) [7]. We generate 
arbitrary two-qubit states and Alice measures her part of the shared state with randomly distributed projective 
measurements along the Bloch sphere. We tomographically reconstruct Bob's state and show the distribution over 
the theoretically expected steering ellipsoid.  
Further, we use the QSE to study the role that filters with regards to the QSE. In particular, we identify and 
demonstrate the optimal local filters on two-qubit states that lead to the biggest increase in the volume of the QSE 
which is related to properties like Bell nonlocality, steerability, and entanglement [5, 8, 9]. 
 
 

 
Fig. 1 (a) We generate a maximally entangled state with a high fidelity (F=93.78%) on an integrated photonics platform [8]. 
Alice's measurement settings (b) are randomly distributed across the Bloch sphere. Bob's steered state (c) is tomographically 
reconstructed and plotted along the theoretically expected surface of the QSE. 
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Randomness is not only a vital resource for nowadays information processing tasks, but also related to fundamental 
questions in science and philosophy. In general, random number generators can be classified into two categories: 
classical and quantum mechanical. The classical random number generation is completely predictable given the 
full knowledge of the random number generator. On the contrary, inherent randomness in quantum theory enables 
unpredictable quantum random number generation. However, the securities of many quantum random number 
generators are based on the full characterization of devices, which poses significant challenge even to the most 
skillful experimentalist. Loophole free violation of Bell inequality provides us an alternative way to generate 
genuine randomness without characterizing the inner working of the untrusted devices [1], which is referred as 
device-independent quantum random number generator (DIQRNG). The security of DIQRNG against both 
classical and quantum adversaries was proven [2-4], which led to a number of remarkable experimental exhibitions 
[2, 5] and the recent loophole free realizations [6-7]. This success directly inspires the device-independent quantum 
randomness expansion (DIQRE) [3], which takes a short random sequence as input and outputs a long sequence 
of random bits in a device-independent manner. The scientific merit of DIQRE is bi-fold, aside from being a unique 
quantum phenomenon that helps to understand the fundamentals about randomness and quantum theory, it is of 
practical usage in that DIQRE is resource-efficient in the generation of intrinsically unpredictable random numbers 
which are desired by a number of applications demanding high levels of security and randomness uniformity. 
 
Realization of DIQRE presents a significant challenge to the experimental physics. While experimental realization 
of loophole free violation of Bell inequality is already a formidable task, experimentally efficient DIQRNG 
requests a larger violation of Bell inequality, and DIQRE raises the bar even higher. On one hand, entangled atomic 
systems [8] promise large violation of Bell inequality, these systems are currently constrained by low event rates, 
which makes it hard to accumulate enough statistics for analysis within a reasonable amount of time. On the other 
hand, entangled photonic systems [9-10] exhibit relatively small violation of Bell inequality but can be operated 
at high repetition rate, providing an opportunity. We present here a concrete realization of DIQRE based on 
loophole free violation of Bell inequality with entangled photons taking advantage of two recent advancements. 
One is the development of cutting-edge single-photon detection with near unity efficiency, which significantly 
improves the violation and output entropy in loophole free Bell test experiments, enabling the realization of DIQRE. 
The other is the development of randomness analysis techniques in DIQRNG protocols which generate random 
numbers efficiently. We note that two theoretical DIQRNG protocols caused recent attention. One is based on the 
Entropy Accumulation Theorem (EAT) [4] and was employed in arecent photonic realization of DIQRNG against 
quantum adversaries [6]. A more recent developments [11] based on EAT can be used to implement DIQRE on 
such systems at the expense of a large number of experimental experiments, but with good asymptotic performance. 
The other is the quantum probability estimation framework, which is safe for quantum opponents and is more 
efficient for small entropy violations of Bell inequalities [12]. We adopt the spot-checking protocol [3] for DIQRE 
experimental implementions using two theoretical DIQRNG protocols respectively. 
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Phase imaging techniques such as interference contrast microscopy are commonly used for analysing transparent samples, 
for example cells in liquids or defects in materials. This relies on the interference between two beams of light, where one 
measures an intensity dependent on the sample inducing an optical path difference – a phase. Notably, it is well known that 
entanglement can be used to enhance interference-based sensing [1]. In particular, interfering an entangled state of the form 
(|N, 0  + |0,N )/√2, a so-called NOON state, results in an N-fold multiplication of the phase induced by the sample. In this 
case, in order to obtain the quantum multiplication effect, rather than measuring the intensity of light, it is necessary to count 
photon coincidences. 
NOON state phase super-resolution has been previously demonstrated, also in quantum imaging. However, it has only been 
achieved in a confocal microscope configuration requiring point-by-point scanning of the sample [2,3]. Here instead, we 
demonstrate entanglement-enhanced phase detection in a widefield imaging configuration. We utilise a novel large field-of-
view lensless interferometric microscope [4], where it is possible to illuminate with a two-photon NOON state entangled in 
polarisation, and detect the transmitted photon pairs (Fig. 1a). As the generated entangled photons possess a non-classical 
spatial distribution we collect spatially-resolved coincidences with a SPAD-array camera (Fig. 1b). In our proposal the 
sample phase information can be retrieved using an evolution of the technique from [5]. However in our case it is possible to 
extract the super-resolved phase from all spatially separated 2-photon coincidences, making the SPAD-array camera work as 
a number-resolving photon detector. 
Here we show the predicted two-fold enhanced phase contrast of a test scan compared to the classical measurement, thereby 
confirming the potential of SPAD-array cameras in entanglement-enhanced quantum imaging. 
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Quantum correlations represent a fundamental tool for overcoming classical limits on precision of measurement. 
However, preserving these advantages in practical systems, where experimental imperfections are unavoidable, 
is a challenge of the utmost importance. 
Here we report our recent efforts in the measurement of the absorption coefficient of a faint object, analyzing the 
application of different measurement strategies and estimators by optimizing them in presence of optical losses 
and noise.  We report, in a wide field sub-shot noise imaging experiment , the best sensitivity ever achieved in 
loss estimation without any kind of post selection [1].

By extending such optimization procedure to the measurement of the absorption pattern of a faint object we 
show a sensitivity improvement up to a factor 2 with respect to the simple protocol used in previous 
demonstrations [2]. In wide field sub-shot noise imaging there is a trade-off between the resolution and the 
sensitivity, due to the fact that pixels smaller than the characteristic size of the correlated spatial modes reduces 
the collection efficiency, deteriorating quantum correlations.  Thus, in another way, the optimized protocol 
allows to significantly improve the resolution without giving up quantum advantage in the sensitivity. 
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Single-photon avalanche diodes (SPAD) based on InGaAs/InP semiconductor materials are the most exploited
detectors in many quantum technologies, such as quantum communication and Quantum Key Distribution [1, 
2]. The successful development of such new technologies and products requires the solution to a number of 
metrological challenges; for this reason a metrological characterization in terms of detection efficiency, dead 
time, afterpulsing and dark counts of single photon detectors is mandatory. 

We present the current results achieved on the calibration of the detection efficiency of a free-running 
InGaAs/InP SPAD detector and the results of a pilot study to compare different detection efficiency 
measurement strategies at the wavelength of 1550 nm performed by four European National Metrology 
Institutes: CMI, INRIM, NPL and PTB. The device under test was a commercial free-running fibre-coupled 
InGaAs/InP single-photon detector. The setup and the reference standard used as well as a detailed estimation of 
the measurement uncertainty of the detection efficiency is presented. A mathematical model including the 
effects of dead time, dark counts and afterpulsing of the detectors was developed and applied in the reported 
results. 
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Correlations between photon pairs generated by nonlinear optical processes offer advantages in many aspects of 
quantum imaging. In particular there have been a number of demonstrations of the improved precision of sub-shot 
noise absorption measurements [1] and using induced coherence to image an object at one wavelength while 
detecting light at a different wavelength [2], where one can probe a sample using IR light (e.g. a gas or a biological 
sample) but use more efficient, visible-range detectors.  Implementations so far have relied on spontaneous 
parametric down-conversion (SPDC) in nonlinear crystals as a source of correlated photon pairs. We instead use 
spontaneous four-wave mixing (SFWM) in optical fibre, which has several benefits. Phase matching of the process 
is ensured by the birefringence of the fibre [3] which allows a wide separation in wavelength between the shorter 
wavelength signal and longer wavelength idler photons generated. Such a source can provide an idler photon in 
the IR while the signal photon is in the visible wavelength range. Suitable fibres are both affordable and readily 
available. Single mode propagation in the fibre makes alignment of such setups much easier, particularly with 
respect to overlapping idler photons from two distinct sources in an induced coherence experiment.  
 
 
 
 
 
 
 
  
 
 
 
 

 

Fig. 1 | Absorption measurement with a fibre photon-pair source. (a) Classical absorption measurement of a GaAs sample using a 
tuneable laser shows an absorption edge feature as expected. (b) Idler photons generated by spontaneous four-wave mixing in a fibre pass 
through the GaAs sample and are detected by an APD. A strong Raman component in the idler beam means no absorption feature can be 

seen, as it is hidden in the thermal background. (c) When the idler photons passing through the sample are detected in coincidence with the 
signal photons, we can reject the uncorrelated Raman contribution and the absorption edge is revealed again. 

Here we use a wavelength-tuneable fibre photon-pair source to measure the absorption at the band edge of a 
gallium arsenide (GaAs) sample. The fibre used is a polarisation-maintaining fibre with a nominal birefringence 
of 3.5 x 10-4, providing a broad phase matching bandwidth for SFWM. Calculations show that a pump wavelength 
of 950 nm would generate signal photons at 786 nm and idler photons at 1200 nm. A tuneable pulsed Ti:Sapphire 
laser is filtered to ~2 nm and used to pump the fibre to generate signal and idler photons, whose wavelength is 
dependent on the pump wavelength. By tuning the pump between 735 nm and 765 nm we are able to generate 
signal and idler photons from 640 nm to 659 nm and 876 nm to 913 nm respectively. These signal and idler photons 
are then separated by a dichroic mirror, spectrally filtered, coupled to single mode fibres and sent to two separate 
silicon avalanche photodiodes (APDs). The GaAs sample is then added to the idler arm, which allows us to probe 
the GaAs absorption across the idler wavelength range, while also detecting the coincident correlated photons in 
the signal arm. When only counts on the idler detector are considered (Fig. 1b), a strong Raman component at this 
wavelength means any absorption feature is masked by the thermal background. By detecting signal and idler 
counts in coincidence (Fig. 1c), we can eliminate the uncorrelated Raman contribution and recover the absorption 
edge expected from a classical transmitted power measurement (Fig. 1a). We now intend to use this setup to 
perform sub-shot noise absorption of organic molecules, use high-numerical aperture objectives to use these 
photons for imaging, and use fibre photon-pair sources in nonlinear interferometers to perform imaging 
experiments with induced coherence at large signal and idler wavelength separations. Fibres with greater 
birefringence or photonic crystal fibres would open up further wavelength ranges to be used for such experiments. 
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Quantum optics is a field that profits by the granular nature of light to process information. It branches into various 
applications, particularly quantum imaging and quantum communication. 
In this work we present two different SPAD imagers, a 96 × 96 array for quantum enhanced microscopy (Fig. 1 
left) and a 32 × 1 array to be primarily employed in the Quantum Random Generator block within a quantum key 
distribution system (Fig. 1 right). 
The first imager has been designed to accomplish the requirements of the European Project Q-MIC (Quantum-
enhanced on-chip interference MICroscopy), which aims at developing a miniaturized on-chip interferometric 
microscope without lenses and illuminated by short wavelength entangled photon pairs. This solution allows to 
reach unprecedented sensitivity in the imaging of ultrathin transparent materials, such as photosensitive cells, 
single protein layers and biomarkers. From the detection standpoint, Q-MIC needs a SPAD image sensor array 
able to detect short wavelength single photon coincidences, within a coincidence time window as short as possible.  
With such a large number of pixels, each consisting of 10 m SPAD and 50 m pitch, resolution is boosted. 
However, the major breakthrough is the ability to detect photon coincidences spread over the entire array directly 
on chip and to provide the addresses of the triggered pixels only when a coincidence is detected, thanks to a novel 
event-driven logic. The coincidence detection is performed in an analog way based on 12 × 12 sub-arrays bringing 
to coincidence windows of about 2 ns, while the way each triggered pixel communicates its address is similar to 
an I2C architecture. The readout lasts 330 ns, whereas state-of-art 96 × 96 arrays require tens of microseconds.  
A second European project, UNIQORN (Affordable Quantum Communication for Everyone: Revolutionizing the 
Ecosystem from Fabrication to Application) proposes to conceive a full Quantum System on Chip (QSoC) for 
telecom application for QKD (Quantum Key Distribution). For this purpose, a source of random keys needs to be 
introduced, leading to the design of the aforementioned 32 × 1 SPAD array. The chip has three operation modes. 
First one is Single-Hit Mode, needed to reveal the position of the pixel triggered by a single photon in a time 
window synchronous with the laser emission. The 5-bit address of the pixel position is provided, representing a 
pseudo- random number. Multi-Hit Mode is used to identify a coincidence of a certain number of photons, detected 
within a specified time window, for applications such as background rejection in Light Detection and Ranging. 
This operation mode employs a logic able to detect the presence of more than a user-selectable number of photons 
impinging on the array, namely one, two, three or four. At last, Simple Detector Mode provides an output pulse 
for each of the 32 pixels, synchronous with the photon detection on the array. 
The linear array architecture consists of 32 pixels, each made by 4 SPADs with different diameter (5 m, 10 m, 
20 m, 50 m) and their own quenching circuit. A coincidence logic circuit based on a selectable multi-threshold 
current comparator implements both single-hit and multi-hit modes. At last, an output block deals with signals 
readout, operating either in serial or parallel mode. The design has been performed in 0.16 m BCD technology. 
 

    
Fig. 1 Architectures of the Q-MIC 96 × 96 event-driven detector (left) and the UNIQORN linear array for coincidence detection (right). 
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Time-domain (TD) diffuse optical spectroscopy relies on the injection of short optical pulses in a diffusive medium 
(such as biological tissues) and on the collection, through a single-photon detector, of the time-of-flight distribution 
of the re-emitted photons. The use of the TD approach in reflectance geometry, among other advantages (e.g. 
determination of tissue optical properties, namely absorption and reduced scattering coefficients), allows to 
discriminate the depth reached by photons on the basis on their re-emission time (the later they are re-emitted, the 
deeper the region they probed). However, to reach deep structures/organs to non-invasively analyze their 
functionality we need to collect the very few late photons. Thus, a large area (i.e. high light harvesting) detector is 
needed to collect even the faint late signal while keeping a good temporal resolution. To this extent, we used a 
3x3 mm2 SiPM (S13360-3050CS, Hamamatsu Photonics) equipped with a custom-made front-end electronics. 
This solution permits to increase the light harvesting capability 9-fold. In order to fully exploit this high photon 
rate, a high throughput timing electronics is needed. For this reason, we used a MultiHarp 150 (PicoQuant GmbH, 
Germany) which can sustain a nominal count-rate up to 160 Mcps due to its low dead-time of 650 ps. To further 
increase the number of detected photons, we operated the system much beyond the single-photon statistics up to a 
count rate of approximately 30 Mcps with a pulsed diode laser at 40 MHz. Hence, a suitable post processing 
correction [1] has been applied to in order to reduce the effect of the pile-up and other distortions due to the dead-
time of the detector. 
We tested the depth sensitivity of the system using as figures of merit the contrast (i.e. relative perturbation 
produced by an inhomogeneity into a diffusive medium) and contrast-to-noise ratio –CNR– (i.e. an index of the 
signal robustness), whose definition is given in Ref [2]. We repeated the measurements with the large area SiPM 
at 3 different count-rates (1 Mcps, 15 Mcps and 30 Mcps) and then we compared the results obtained with those 
achieved using the same system coupled to a 1 mm SiPM detector working at 1 Mcps (i.e. state of the art). Fig. 1 
clearly show that, as expected, the contrast for a late gate is nearly the same notwithstanding the high count-rate 
used while the improvement can be clearly appreciated in the CNR which increases of more than 200%. Finally, 
we challenged our system with in-vivo brain activation measurements, showing an improvement in signal-to-noise 
ratio as compared to the acquisition done with 1 mm SiPM working at 1 Mcps (data not shown). 
In conclusion, large area SiPM coupled to high-throughput electronics allows to improve the performances of 
time-domain diffuse optical instruments, thereby opening new scenarios for non-invasive optical imaging. 
Moreover, to push the technique to its ultimate limits, in the SP-LADOS project we are now developing a new 
SiPM with 1x1 cm2 area featuring low noise (dark count rate < 2 Mcps in 1 cm2) and good timing resolution 
(FWHM < 500ps). 
 
 
 
 
 
 
 

 
  

Fig. 1 Contrast (left) and CNR (right) computed for an inclusion featuring a Δμa = 0.17 cm-1 using a state of the art detector (1 mm 
SiPM at 1 Mcps) and the proposed system at both standard (1 Mcps) and high count rates (15 and 30 Mcps).  
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Breast cancer is the most common cancer in women and early diagnosis is fundamental to maximize survival rate 
and patient’s quality life. For this reason, the availability of cost-effective and non-invasive diagnostics tools with 
high sensitivity and specificity is a real clinical need. The SOLUS project [1] aims to develop an innovative 
multimodal tomographic breast imaging system making use of 3 different non-invasive diagnostic techniques to 
improve the specificity of breast cancer diagnosis. Specifically, the SOLUS system will combine: i) ultrasound 
imaging (US) to assess the presence of lesions and provide a-priori information for the optical tomographic 
reconstruction; ii) shear wave elastography (SWE) which provides a quantitative measurement of the tissue 
stiffness; iii) time domain (TD) diffuse optical tomography that, through the measurements of the optical properties 
of tissue (i.e. absorption and reduced scattering), improves the discrimination of cancerous lesions (often 
characterized by high blood, water and collagen content, and a relatively low quantity of lipids [2]). 
The multimodal tomographic system relies on combining a commercial instrument for US and SWE (Aixplorer 
by SuperSonic Imagine S.A.) with state-of-the-art TD diffuse optics, so that a single probe can perform imaging 
in the three modalities. To this extent, a new photonic module is being developed. It exploits the so-called “small 
source-detector approach” coupled to high-dynamic range (HDR) range fast-gated (FG) acquisition [3] to 
significantly improve light harvesting and spatial resolution. Each photonic module (see Figure 1) hosts: i) 8 pulsed 
lasers in the range between 635 and 1064 nm (to sample the different constituents of the breast tissue); ii) a large-
area single-photon FG digital SiPM to enable HDR acquisition of the photons that probed deeper within tissue; 
iii) the acquisition electronics to record the time-of-flight distribution of re-emitted photons. Eight of those 
photonic modules (divided in 2 groups of 4 modules each) are arranged around the US transducer of the SOLUS 
probe, thus allowing multiple view acquisition and tomographic reconstruction. The module is also a stand-alone 
device for multiple wavelength TD diffuse optical imaging/spectroscopy with a wide range of potential 
applications (from medical imaging, to athlete training monitoring to non-destructive assessment of fruit quality). 
In the first 18 months of the project, all the main components of the photonic module were conceived, developed 
and validated in laboratory settings. Currently, the realization and characterization of the single photonic module 
is ongoing together with the development of the final probe, that aims at providing high multi-modal imaging 
performance and be ergonomic and easy-to-use for the radiologist. The development and testing of a highly 
automated software for image processing and optical tomographic reconstruction is in progress, also exploiting 
the anatomical information obtained by US. Multi-parametric analysis of data provided by the three techniques is 
being developed. Once the final multimodal system is ready, the clinical validation will start to test the system 
usability and investigate whether the SOLUS system is capable of providing high specificity and to improve the 
non-invasive in-depth characterization of breast lesions. 

 
Figure 1. Photo of a set of 4 photonic modules, each one composed of a FG-SiPM (with timing electronics) and 8 lasers. 
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Fluorescence spectroscopy, by analyzing the different frequencies of the emitted light, along with their 

relative intensities, can elucidate the structure of the different electronic and vibrational levels of a sample after 

spectral information, opens up a completely new paradigm in chemical, biological and medical research as well as 

fluorescence to be monitored, as well as the resolution 
provide information concerning e.g. fluorophore mixtures and solvent relaxation. 

Here, we will present an elegant and compact system for mapping a sample’s fluorescence as a function of 
emission wavelength and decay time with both high temporal and spectral resolution [1,2]
a high-throughput common-path interferometer coupled with a single-photon avalanche photodiode and time-
correlated single photon-counting unit. It features unprecede

vibrations, in a compact, lightweight and turn-key system. A measurement example 
solution is provided in Fig. 1. wo-dimensional fluorescence map as a function of emission time and 
position x of the interferometer . luorescence interferogram as a 

along the temporal axis. Computing the Fourier-transform of 
-dimensional emitted fluorescence map as a function of detection wavelength and emission 

time. are plotted in 
d 1 , respectively, showing the overall fluorescence spectrum and decay dynamics. 

 

 
Fig. 1 - and wavelength-resolved fluorescence on. 
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Development of reliable optical devices with stable photon source is crucial for applications in quantum 
technology, as well as fundamental experiment and metrology. Due to their high photo-stability, optically active 
defect centers in solid, especially NV(Nitrogen-vacancy) color center in diamond, are among the promising 
candidate for photon source. Although coupling of color centers with an high-Q optical cavity has potential in 
manipulating their photon-emission properties, fabricating optical cavities embedding color centers have been 
challenging tasks with recent initial demonstrations. 

Here, we present a novel approach to fabricate hybrid UHQ (ultra-high-Q) optical WGM (Whispering-
Gallery-Mode) resonator comprising NV-color center (Fig.1). Starting from disk resonator[1] coated with 
nanodiamond particles, we fabricate microtoroid optical resonator with CO2 laser reflow process.[2] Fabricated 
microtoroid resonator with NV-center has Q-factor above 107 at telecom wavelength, which is close to the value 
of microtoroid resonators made from silica. A scanning photoluminescence spectrum also confirms stable 
photoemission of NV-color center inside the microtoroid resonators. With further development of this hybrid 
UHQ resonator, we expect the realization of robust single photon platform for cavity QED and quantum 
metrology. 
 
 

 

Fig. 1 Wedge-resonator coated with nanodiamond (top left), Microtoroid resonator after CO2 reflow (top right), Measured 
Q factor (bottom left), Scanned image of PL(Photo-Luminescence) from microtoroid resonator (bottom right). 
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Local detection and measurement of environment properties as temperature, magnetic and electric fields is 
possible using Nitrogen-vacancy  centers in diamonds. This leads to applications not only in quantum metrology 
but also in bio-sensing[1].  

This detection capacity is based on the measurement of the frequency shift of the resonance of a single NV 
center or of an an ensemble of NV centers. The frequency of this resonance is related to the energy difference 
between the triplet ground states of the NV center. The energy of this states is influenced by environment 
properties. 

The resonance is usually detected monitoring the NV photoluminescence(PL). For single center, PL is detected 
using  single photon avalanche detector (SPAD). Instead photodiodes are commonly used when dealing with 
large ensemble. Photodiodes are usually used in combination with lock-in techniques in order to increase the 
signal to noise ratio. 

Here we present the most recent results obtained in sensing with NVs by a collaboration among the Italian 
National Metrology Institutes (INRiM), the University of Turin and the Italian National Institutes of Nuclear 
Physics (INFN). We will illustrate how applying a magnetic field orthogonal to NV axis causes an enhancement 
of the resonance contrast and an improvement in temperature sensitivity. We will also investigate the use of 
single photon avalanche detector in combination with lock-in techniques. 
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Nitrogen-vacancy (NV) center emerges as an important system exhibiting promising properties for applications in 
quantum technologies, including quantum information processing, quantum metrology as well as single photon 
sources. In our work a simple, room temperature, cavity- and vacuum-free interface for photon-matter interaction 
is implemented. Here we report an experiment in which a heralded single photon is absorbed by a single atom-like 
system, which is an NV center in diamond. The NV center emits then another photon, which arrival time is 
measured. The heralded single photon source is based on spectrally non-degenerate spontaneous parametric down 
conversion (SPDC) process, where a detection of an infrared photon is used as a herald for the visible photon. The 
heralded single photon source used in the experiment is tunable in the range of 452-575 nm [1]. The single photon 
at 532 nm was chosen but other pumping scenarios were tested as well. In Fig. 1 the obtained NV fluorescence 
decay pumped with heralded single photons is shown. 
 
 

 
 
 

Fig. 1 Fluorescence decay from NV- pumped with 532 nm quantum light. The fluorescence was filtered with 700 nm 
longpass filter. 
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Quantum Mechanics and general relativity each provide well-verified predictions in their respective domains, 
even though a theory unifying them is still far. In particular, there are predictions connected to space-time 
correlations that seem to be in contrast with the standard properties of quantum theory, namely linearity [1]. In 
order to preserve linearity, a novel approach to the description of the quantum states has been proposed: the 
pseudo-density operator (PDO) formalism [2], which is an extension of the density operator [3]. PDOs can 
describe both spatial and temporal correlations of involved particles, whereas the density operator can only 
describe spatial correlations. In contrast to the density operator, instead, PDO is non-positive definite.

Here we present the first reconstruction [4] (not achievable with standard tomographic techniques) of a PDO 
describing a two-photon entangled state in presence of an open time-like curve, i.e. a scenario in which one of 
the photons travels back in time without causally affecting itself. This scenario can be described as a three-
photon (Q1, Q2, Q3) state, where Q2 and Q3 represent, respectively, the copies of the same photon entering and 
appearing from the open time-like curve. Both in distant past and distant future, the photons form a maximally-
entangled bipartite state. However, in the chronology-violating region the state is described by a three-photon
PDO , in which Q1 is maximally entangled both with Q3 and Q2, therefore violating the entanglement 
monogamy [5], which states that if two particles are maximally-entangled, they cannot have any other 
correlation with a third particle.

We implemented a quantum optical setup able to simulate the open time-like curve scenario, generating a two-
photon entangled state in which one photon (A) that can be measured at two different times (t1 and t2), while the 
other one (B) can only be measured once at time t1.
To perform the reconstruction, we exploited different measurement sets to collect the three-point and the 
two-point correlations on the two photons. The three-point and two-point measurement sets were properly 
chosen in order to form a minimal set for a full tomographic reconstruction of .

Uhlmann's fidelities of the reduced density matrices ( = 0.964) and ( = 0.963) certify that our 
experimental results are in good agreement with the theoretical predictions.

Furthermore, we quantified the entanglement within the three-photon state under exam, obtaining a 160 standard 
deviations violation (predicted by the PDO formalism) of the entanglement monogamy bound.
This shows that PDO formalism provides a faithful description of the open time-like curve, while maintaining 
the linear-operator approach of Quantum Mechanics.

We hope that this innovative technique, which allows to reconstruct the PDO and, at the same, to time verify its 
predictions, will contribute to the widespread use of this new quantum-mechanical tool.
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Photon subtraction1 is a process by which photons are removed from a mode of the electromagnetic field. It has 
been shown that this non-unitary operation, realisable probabilistically using a beam splitter, a vacuum auxiliary 
state and a photodetector, can lead to counterintuitive results such as preservation of the mean photon number of 
coherent states and increase of the mean photon number of thermal states2,3. It is used in many applications 
ranging from amplification of the amplitude of quantum states4 to generation of Schrödinger cat states1. 
 
Thermal states have played an important role in experiments such as that of Hanbury-Brown and Twiss5. The 
application of photon subtraction to thermal states has shown phenomena such as the “quantum vampire” effect6 
and the possibility to realise an all photonic Maxwell demon7.  
 
In this work we investigate the effect on thermal states of a process that we dub displaced photon subtraction, in 
which we displace a thermal state and then perform a photon subtraction whose auxiliary state is an anti-
displacing coherent state. We show that displaced photon subtraction can lead to a “cooling” effect on input 
thermal states and that this can be harnessed to realise a linear optical photonic Maxwell demon. 
 

 
 
 

Fig. 1 “A realisation of a Photonic Maxwell Demon based on displaced photon subtraction and the result of photodetection .” 
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Optical Schrödinger cat states, are superpositions of coherent states and have been widely studied for the 
significant role they could play in quantum information, computation and in fundamental tests as resource states. 
For such applications cat states with high coherent amplitude ( ≥1.2) and high fidelity are desirable, but difficult 
to produce. This gives rise to the need for amplification. 
 
Most suggestions rely on cat state breeding; a process whereby small amplitude kittens are mixed coherently at a 
beam splitter and a postselection measurement projects one of the two outputs in an amplified state based on the 
constructive interference of the two input modes. Such a process relies upon non-Gaussian (experimentally 
expensive) resource cat states that must be bred to generate the larger output cat state.   
 
Here we introduce an amplifier for optical Schrödinger cat states that is based on the state comparison amplifier 
[1-3] and relies only on Gaussian resources, beamsplitters and on/off detectors. It offers reasonable gain at high 
fidelity for the range of input cat sizes of interest, and produces cat states of the required output amplitude range.   
 

 

 
 

Fig. 1 “Amplification scheme for Schrödinger cat  states based on the state comparison amplifier and a squeezed vacuum                    
resource state .” 
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Recently, the fast development of quantum technologies led to the need for tools allowing the characterization of 
quantum resources. In particular, the ability to estimate non-classical aspects, e.g. entanglement and quantum 
discord, in two-qubit systems, is relevant to optimize the performance of quantum information processes. Among 
the most relevant and exploited quantum resources, a crucial role is played by entanglement and discord, whose 
estimation is of the utmost relevance for present and upcoming quantum technologies. Usually, it is necessary to 
know the density operator in order to extrapolate the amount of quantum correlation in a quantum state. The 
experimental reconstruction of a density operator is allowed by the quantum state tomography[1] technique. 
However, quantum state tomography is a demanding procedure in terms of quantum resources due the high number 
of measurements required on identical copies of the system[2]. Moreover, reconstructions are based on 
optimization algorithms applied to likelihood functions, therefore, a tomography does not allow to perform an easy 
estimation of the uncertainty associated to the reconstructed density matrix. 
In my talk, I’m going to present an experiment in which the amount of entanglement and discord of two-photon
states are estimated by exploiting different parameters[3]. A quantitative measure of entanglement corresponds to 
a non-linear function of the density operator, and it is not possible to identify a quantum observable directly 
associated to it. For estimating the amount of entanglement we consider negativity[4], concurrence[5] and log-
negativity[4]. Quantum discord, instead, is a figure of merit that can be used to quantify non-classicality of 
correlations within a physical system. Separability of the density matrix describing a multi-partite state does not 
guarantee vanishing of the discord, demonstrating that absence of entanglement does not imply classicality. 
Quantum discord has been proposed as the key resource needed for certain quantum communication tasks and 
quantum computational models not entirely relying on entanglement. Due to the high interest on quantum discord, 
both for foundational aspects of quantum mechanics and for applications, techniques allowing to estimate this 
quantity are demanded. Unfortunately, in general, quantum discord doesn’t present an analytical expression. 
Therefore, we take in account a geometrical approximation for our estimation task: the quantum geometric 
discord[6]. In this work are introduced estimators for each parameter. Among them, some will prove to be optimal, 
i.e., able to reach the ultimate precision bound allowed by quantum Cramér-Rao bound[7]. These estimation 
techniques have been tested with a specific family of states ranging from nearly pure Bell states to completely 
mixed states. By evaluating the statistical uncertainties as the standard deviations on repeated measurements, we 
achieve a good agreement between the theoretical predictions and the experimental results. In particular, we 
demonstrate that optimal estimators reach the ultimate theoretical precision limit represented by the quantum 
Cramér-Rao bound. The agreement between uncertainty bars and theoretical uncertainty curves, also for what 
concerns non-optimal estimators, represents a further check on the consistency between our experimental data and 
the theory. These results pave the way to the diffuse use of these estimators in quantifying resources for quantum 
technologies. 

References
[1] M.G.A. Paris, J. Rehacek, J. Lecture Notes Physics, vol. 649 (Springer, Berlin, 2004).
[2] G.M. D’Ariano, C. Macchiavello, M.G.A. Paris, Phys. Lett. A 195, 31 (1994).
[3] S.Virzì, E. Rebufello, A. Avella, F. Piacentini, M. Gramegna, I. Ruo Berchera, I.P. Degiovanni, M. Genovese,

Scientific Reports 9, 3030 (2019).
[4] G. Vidal, R.F. Werner, Phys. Rev. A 65, 032314 (2002).
[5] S. Hill, W.K. Wootters, Phys. Rev. Lett. 78, 5022 (1997).
[6] B. Darkic, V. Vedral, C. Brukner, Phys. Rev. Lett. 105, 190502 (2010).
[7] M.G.A. Paris, Int. J. Quant. Inf. 7, 125 (2009).

134



The EURAMET European Metrology Network for Quantum Technologies 
 

I. Degiovanni1, M. Gramegna1*, S. Bize2, H. Scherer3, C. Chunnilall4,  
S. Kück3, F. Pereira Dos Santos2, T. Lindstrom4, F. Schopfer5, M. Lassen6 

1 INRIM, Strada delle Cacce 91, 10135 Torino, Italy 
2 LNE-SYRTE, Observatoire de Paris, Université PSL, CNRS, Sorbonne Université, 61 avenue de l'Observatoire, 75014 Paris, France 

3 PTB, Bundesallee 100, 38116 Braunschweig, Germany 
4 NPL, Hampton Road, Teddington TW11 0LW, United Kingdom 

5 LNE, 1 rue Gaston Boissier 75724 Paris Cedex 15, France 
6 DFM A/S, Kogle Allé 5, DK-2970 Hørsholm, Denmark 

 
*EMN-Q email contact: quantum@euramet.org 

 

EURAMET is the European association of national metrology institutes (NMIs) and the regional metrology 
organisation (RMO) of Europe. EURAMET recently created European Metrology Networks (EMNs) [1]. They 
will analyse the European and global metrology needs and address these needs in a co-ordinated manner. EMN 
members will formulate common metrology strategies addressing aspects such as research, infrastructure, 
knowledge transfer and services. 
 
Quantum technologies were selected as one of the relevant areas, leading to the creating of a European 
Metrology Network on Quantum Technologies (EMN-Q) [2]. EMN-Q is divided in three sections: quantum 
clocks & atomic sensors, quantum electronics, and quantum photonics.  
 
We will present the EMN-Q and its background, scope and goals. Anticipated future activities comprise 
surveying capabilities of European NMIs, contacting industrial and academic stakeholders and collecting their 
needs, engaging with Quantum Flagship project co-ordinators, developing a strategic agenda to address these 
needs, anticipating the need for standards and standardisation. This will serve as a starting point for EMN-Q 
members to collect suggestions, advice and requirements from SPW2019 participants. 
 
Forthcoming events organised by EMN-Q will be advertised. For example, immediately after the end of IQuMS 
2019 [3], the "International conference on quantum Metrology and Sensing", a meeting devoted to collecting 
stakeholder needs will take place on Friday December 13th afternoon at SYRTE - Observatoire de Paris.  
 
Industry, governmental agencies, academic sectors or any other type of potential stakeholder are welcome to 
contact the EMN-Q and to express their metrology needs. These can relate not only to quantum characteristics of 
quantum devices, but also metrology of key enabling technologies, metrology that can improve the supply chain 
of industrial quantum devices or other industrial needs connected quantum technologies.  
 
Another initiative of EMN-Q is to edit a special issue on Quantum Metrology & Quantum Enhanced 
Measurement of the European Physical Journal on Quantum Technology [4]. Participants are welcome to submit 
articles for peer-reviewed publication in this special issue. 
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Two-photon excitation microscopy is the most widely used technique for optically imaging deep within biological 
tissues. Because two-photon absorption (TPA) in fluorescent molecules is such a weak effect—scaling 
quadratically with input photon flux—the technique requires high-power lasers that can damage or disrupt 
biological function. It has been reported [1,2] that if fluorescent molecules are excited with correlated photon pairs 
produced via spontaneous parametric downconversion (SPDC), the resulting absorption signal will scale linearly 
with input flux, allowing for excitation with far lower power. However, it can be difficult to confirm whether a 
change in transmission through such a system was caused by TPA, or by single-photon loss due to scattering, 
absorption, or misalignment: all these processes scale linearly with flux. Here, we propose a way to distinguish 
between TPA and single-photon loss by measuring changes in the photon statistics of a beam transmitted through 
a two-photon-absorbing medium. 

The second-order correlation function, , contains information about photon statistics and can be readily 
measured with a Hanbury Brown-Twiss interferometer (Fig. 1a). Any single-photon loss process (such as 
scattering) does not affect a state's , but a two-photon loss process (such as TPA) does. It should be possible 
to distinguish between these two effects by measuring how  is affected by interaction with a medium. 
 

 
Fig. 1 (a) Hanbury Brown-Twiss interferometer for g(2) measurement. Theoretical dependence of (b) flux and (c) g(2) of 
single-mode squeezed vacuum on sample length for two-photon absorbing sample (solid black lines) and sample with only 
single-photon loss (dashed red lines). Parameters were chosen so 10% of the input light is lost after traveling through a 1 
cm length of each sample. 

Following a procedure outlined in [3], we can compute the effect of TPA on  for a single-mode squeezed 
vacuum state, as generated via SPDC. After interaction with a two-photon absorber with length L, the resulting 
mean photon number is 

 

where in is the initial mean photon number and  describes the strength of the TPA interaction. For small values 
of in, the linear term will dominate absorption. In samples with only single-photon loss mechanisms, the amount 
of light transmitted by the sample also scales linearly with in. If only the flux transmitted by the sample is 
measured, it is not possible to differentiate single-photon loss from TPA (see Fig. 1(b)). 

In contrast, after passage through a two-photon-absorbing medium, 

 

For an SPDC source with a small mean photon number,  scales roughly linearly with the strength of the 
interaction, L (see Fig. 1(c)), and in this limit we expect  to increase under TPA. For a bright squeezed vacuum 
( in >> 1),  should decrease with TPA. In contrast, samples with only single-photon loss do not affect . 
Thus, when the input beam is a squeezed vacuum, a change in  is the definitive signature that distinguishes 
TPA from single-photon loss. The resulting change can then be related to the strength of the two-photon 
interaction. 
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Two-photon absorption (TPA) of classical laser light is an inherently weak process due in part to its quadratic 
photon flux dependence. If the TPA excitation source is replaced with an entangled photon pair source, the 
entangled two-photon absorption (eTPA) signal should scale linearly with photon flux [1].  Some experimental 
groups [2,3] have set out to measure eTPA and found orders-of-magnitude signal enhancement. The inferred 
absorption rates were obtained by comparing the rate of transmission of entangled photon pairs through a cuvette 
before and after a two-photon absorbing sample is added. A major difficulty with these types of experiments lies in 
distinguishing TPA from linear, single-photon loss mechanisms (such as scattering) caused by placing the sample in 
the beam path.  

We built an apparatus to characterize eTPA through transmittance measurements. Initially we implemented a 
transmittance measurement technique similar to that of previous groups to measure the eTPA cross section of Zinc 
tetraphenylporphyrin (ZnTPP) at 810 nm (Fig.1). We assign an eTPA cross section of 10-17cm2, in agreement with 
published literature [2,3]. However, further characterization of our setup showed that linear loss was increased by 
adding the sample, and that there was no clear eTPA signal. 

We have developed two methods to help distinguish eTPA from linear losses: second order correlation function, 
g(2)(0), and time delay transmittance measurements. The value of g(2)(0) is insensitive to linear losses, such as beam 
misalignment or scattering, but is sensitive to nonlinear loss caused by eTPA. First, we measure the g(2)(0) of our 
light as its transmitted through the solvent toluene. Next, we repeat the measurement through ZnTPP dissolved in 
toluene. A change in g(2)(0) between the two measurements is indicative of eTPA. An additional tool in our 
apparatus is an interferometer to control the time delay between photons in a pair, and to measure this delay with 
Hong-Ou-Mandel interference. Controlling the time delay lets us vary the amount of eTPA that can occur. 

We find that our g(2)(0) and time delay transmittance measurements place an upper limit on the eTPA cross section 
of ZnTPP at 810nm. Our work improves on the sensitivity of previous techniques and demonstrates the importance 
of distinguishing eTPA from linear losses. We will discuss how to further improve the sensitivity of eTPA 
transmittance measurements and present our progress on measuring entangled two-photon excited fluorescence.  

 

Fig.1 Results of transmittance measurements. a. Hong-Ou-Mandel interference scan b. R0
solv vs. R∞ c. R∞ - R0

sampl vs. R∞ (Rate of coincidences 
through sample and solvent at zero and long time delay = R0

sampl, R∞. Rate of coincidences through solvent at zero time delay and as a function of 
time delay = R0

solv, Rsolv) 
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Solid-state single-photon sources (SPSs) are based on quantized emission from an isolated electronic system. They 
are of interest as they have the capacity to deterministically emit single photons with high purity. This contrasts 
with attenuated lasers and spontaneous parametric down conversion, which are restricted to emitting coherent 
states or cannot produce photons on demand. In recent years single-photon emission has been identified in a 
plethora of new host materials1–4. To establish the relevance of these new emitters for sensing and metrological 
applications, and their potential for development into commercially viable technology, it is important to accurately 
characterize their properties. In this paper we compare three types of emitters: the negatively charged nitrogen 
vacancy center in nanodiamond (NV)5 and InGaAs/GaAs quantum dots (QDs)6, which have been widely studied 
over the last two decades, and the recently identified emitters in the two-dimensional hexagonal allotrope of boron 
nitride (hBN). Emission spectra from all three sources are plotted in figure 1.  

 

 

Fig. 1 Normalised emission spectra of QDs taken at 10 K, NVs taken at 293 K and hBN taken at 83 K. Peaks giving single-
photon emission for the QDs and hBN have been marked with circles.   

In addition to spectral and brightness considerations the singularity, or purity, of the single photons emitted 
is also a crucial figure of merit for a single-photon source. To determine the purity for the single-photon 
sources shown above, continuous wave Hanbury Brown Twiss interferometry is used, and results for 
several emitters will be presented. The range of sources investigated highlights several applications. QDs 
have shown some of the highest collection efficiencies and are one of the closest to achieving ‘true’ single-
photon emission. The NV’s single-photon emission is coupled to a ground state spin, and therefore has 
potential in various sensing schemes. hBN exhibits bright, spectrally narrow room temperature emission 
which may facilitate development of lower cost, commercially relevant devices. Extensions to this work 
and the role of traceable single photon measurements will also be discussed.   
The work reported in this paper is funded by the project EMPIR 17FUN06 SIQUST. This project received 
funding from the EMPIR programme co-financed by the Participating States and from the European Union 
Horizon 2020 research and innovation programme.  
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Single-photon sources become more and more important in several fields e.g. in quantum key distribution, 
quantum computing, and quantum-enhanced optical measurements [1] and furthermore in metrology and 
radiometry. An ideal single-photon source can be used for the efficiency calibration of single-photon detectors as 
a new single-photon standard in radiometry [2]. Such source is also needed to close the gap between classical and 
quantum radiometry, which is necessary for the comparison of single-photon detectors and analogue detectors [3]. 
 
In order to achieve that goal, we already characterized a single-photon source based on a nitrogen-vacancy (NV-) 
center in nanodiamond by an unbroken traceability chain back to the primary standards in terms of its absolute 
spectral photon flux per wavelength and absolute spectral radiant flux per wavelength at room temperature [4] 
including the measurement uncertainty budget [5]. However, the NV-center is not a perfect emitter (e.g. broad 
spectral bandwidth) with respect to the application in radiometry, which leads to the next step of characterizing 
other emitters, for instance Hexagonal Boron Nitride (hBN).  
 
Quantum emitters in hBN were recently discovered and possess properties making them potential candidates as a 
source of single photons in metrology: they are bright and photostable emitter that can be used at room-temperature 
[6]. Nevertheless, the properties of these emitters, such as quantum efficiency and energy level scheme [7] are not 
fully understood yet, making it important to benchmark these emitters in a comparison with the long time known 
and well researched NV-center in diamond.  
 
At the conference, we will present the current results of the emitter comparison. 
 
  
 

Acknowledgement: 

The work reported on this paper was funded by project EMPIR 17FUN06 SIQUST. This project received funding 
from the EMPIR program co-financed by the Participating States and from the European Union Horizon 2020 
research and innovation program. 

 

References 
[1] M. D. Eisaman, J. Fan, A. Migdall, and S. V. Polyakov, “Single-photon sources and detectors,” Rev. Sci. 

Instrum. 82, 071101 (2011). 
[2] W. Schmunk, M Gramegna, G. Brida, I. P. Degiovanni, M. Genovese, H. Hofer, S. Kück, L. Lolli, M. G. A. 

Paris, S. Peters, M. Rajteri, A. M. Racu, A. Ruschhaupt, E. Taralli and P. Traina, “Photon number statistics 
of NV centre emission”, Metrologia 49, 156-160 (2012). 

[3] J. Y. Cheung, C. J. Chunnilall, G. Porrovecchio, M. Šmid, E. Theocharous, “Low optical power reference 
detector implemented in the validation of two independent techniques for calibrating photon-counting 
detectors”, Optics Express 19, 20347 (2011). 

[4] B. Rodiek et al., Experimental realization of an absolute single-photon source based on a single nitrogen 
vacancy center in a nanodiamond, Optica 4 (1), 71-76 (2017). 

[5] B. Rodiek et al., The absolutely characterized nitrogen vacancy center - based single-photon source - 
measurement uncertainty of photon flux and angular emission properties, Journal of Physics: Conf. Series 
972, 012008 (2018). 

[6] T. T. Tran, et al. "Quantum emission from hexagonal boron nitride monolayers." Nature nanotechnology 11 
(1), 37 (2016). 

[7] A. W. Schell, M. Svedendahl, and R. Quidant, Quantum emitters in hexagonal boron nitride have spectrally 
tunable quantum efficiency. Advanced Materials, 30(14), 1704237, (2018). 

 
 

139



140



Predictable Quantum Efficient Detector based on n-type silicon induced 
junction photodiodes as a primary standard for low photon flux 

 
T. Dönsberg1, S. Porrasmaa2, F. Manoocheri2, E. Ikonen1,2 

1National Metrology Institute VTT MIKES, VTT Technical Research Centre of Finland Ltd, Espoo, Finland 
2Metrology Research Institute, Aalto University, Espoo, Finland 

 
The Predictable Quantum Efficient Detector (PQED) [1-2] is a semiconductor based primary standard of optical 
power that can be operated at room temperature [3]. It consists of two induced-junction photodiodes, where a SiO2 
layer is thermally grown on top of very lightly doped p-type silicon substrate. This structure inherently contains 
trapped positive surface charge close to the Si-SiO2 boundary, which generates an n-type inversion layer in the p-
type silicon and produces a depletion region required for photocurrent generation [1]. The photodiodes area 
mounted in a wedged trap configuration for the control of specular reflectance losses. Using one-dimensional 
modelling, the near-zero internal quantum deficiency (IQD) of the custom photodiodes has been predicted with an 
estimated standard uncertainty of 70 ppm in the visible wavelength range [4]. The modelled results have been 
experimentally confirmed with measurements against cryogenic radiometers [2]. 
The semiconductor based primary standard has the benefit of high dynamic range. Even at room temperature, it 
allows for linear radiant power measurements over seven orders of magnitude. Thus, it can be used directly in 
various low flux applications [5-6], which greatly simplifies the traceability chain. 
Recently, a new type of PQED photodiodes were introduced [7] that utilize induced junction, which is 
manufactured using n-type silicon substrate. The underlying structure of the new photodiode, shown in Fig. 1(a), 
is similar to the previous design, but the n-type substrate requires negative charge to be trapped in the passivation 
layer in order to form the depletion region. This was achieved by fabricating an Al2O3 layer on top of the substrate 
using atomic layer deposition (ALD), which provides a controlled method to produce uniform oxide layers to an 
atomically specified thickness. 

     
Fig. 1 (a) Cross section of the n-type PQED photodiode (not to scale). Only one of the 16 guard rings (the outermost p+ 
implantation) is drawn. (b) A PQED photodiode having the size of 11 mm x 22 mm attached to the photodiode carrier. The 
added green square indicates the area of (a). 

Due to smaller doping concentration and additional guard rings in the photodiode layout, the n-type PQED 
photodiodes have significantly smaller dark currents than p-type photodiodes – around 1 nA at room temperature 
when biased with a 10 V voltage. When the photodiode is cooled in a cryostat [8], the dark current decreases 
exponentially; approximately a decade for every decrease of 15 °C in temperature. Therefore, the cooled n-type 
PQEDis a primary standard suitable for single or few photon applications [9]. 
In terms of spatial uniformity of responsivity and absolute responsivity, the n-type PQED is compatible to the p-
type device, meaning that the manufacturing of PQEDs is no longer dependent on the availability of a particular 
silicon process. Moreover, due to the improved dark current properties, this primary standard can be utilized in 
applications ranging from single photon applications to milliwatt levels of optical power. 
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We recently developed a system for measuring the detection efficiency (DE) of a single photon avalanche 
photodiodes (SPAD) by directly comparing it with a photodiode whose spectral responsivity is calibrated. By 
using a focused monochromatic beam, we can measure the DE of a free-space-coupled Si SPAD in a wide 
wavelength range from 250 nm to 1000 nm with a typical uncertainty of less than 1 % as a relative standard 
uncertainty (k = 1). Figure 1 shows the schematic setup of the system. Details of the system is described in [1].

Fig. 1 Schematic setup for the detection efficiency measurement of a free-space-coupled SPAD by direct comparison with a 
photodiode at KRISS [1]. 

In this work, we would like to discuss the accuracy issues, which should be carefully considered in the DE 
measurement of a Si SPAD. First, we show how we realized the spatial alignment of the focused beam on the 
detector’s active area. As the size of the beam at the focus was not much smaller than the size of the active area of 
the SPAD, a careful verification of the spatial matching was required.
Furthermore, we discuss the non-linearity issue of the Si SPAD under test. As a SPAD is an ON-OFF detector of 
single photons, its DE generally depends on the mean photon number of the input monochromatic beam under
Poissonian photon statistics. We applied a linear correction model for considering the effects of the hold-off time 
and afterpulsing probability in the measurement equation of the DE. The validity range of the applied correction 
model had to be carefully tested for each SPAD under test and matched to the linearity range of the measurement 
system. 
We present our experimental procedures to evaluate the two major accuracy issues, spatial alignment 
and non-linearity, at an example of a Si SPAD and also their influences on the DE results.
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We report on our progress towards implementing a calibration service for single-photon detectors. This calibration 
is made using transfer standard optical fiber power meters. We also describe a superconducting nanowire single-
photon detector system developed and built for use as an in-house reference for single photon detection efficiency 
measurements. This system can also be packed and shipped from  NIST to other NMIs for comparative 
measurements. 

Our measurement of single-photon detector efficiencies is based on a beamsplitter method (Fig.1(a)), where an 
attenuator is used to attenuate from higher light levels that allow high-accuracy absolute-power measurements to 
lower levels compatible with photon-counting detectors1. First, the transmittance of the beamsplitter is measured 
at optical powers that allow both its input and output powers to be accurately measured with optical power meters, 
then its input power is reduced such that the output is in the range compatible with the device under test (DUT). 
Using this measured transmittance and the measured input power, the low-level optical power on the DUT can be 
determined, thus allowing the calibration of a transfer standard optical power meter (in our setup a Si trap detector) 
to be transferred to the DUT. We have implemented both, fiber-coupled and free-space measurement systems.  

For use as in-house reference and comparisons between NIST and other NMIs, we have built a 
superconducting nanowire single-photon detector (SNSPD) system. The system is based on a 1K cryostat design, 
capable of operating our WSi SNSPDs2. Currently, the system hosts two SNSPDs, optimized for 1550 nm. The 
compact and robust detector packaging3 allows shipping of the SNSPDs inside the cryostat without measurable 
degradation of the SNSPD performance over many temperature cycles. The system is fully automated and turn-
key and as such, the operator does not need extensive cryogenic experience or knowledge. 

 
 

 
 
Fig 1. (a) Schematic of the setup. A fiber-coupled laser is coupled to a variable fiber attenuator (VFAinput) followed by a beam 
splitter/attenuator unit consisting of a monitor power meter (PMmon), a fiber beam splitter (FBS) with a 1:104 split ratio, and 
another variable fiber attenuator (VFA). Switching the output controls whether the light goes to the calibrated power meter 
(PM) or the detector under test (DUT). (b) 1K SNSPD system used as in-house reference. 
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Absolute values of fundamental quantum units of standard physical model are defined analytically by means of 
inverse functional analysis. Computed values of quantum constants and variables fully coordinate special and 
general relativity within the framework of harmonic vector field theory.  
 
The standard physical model is based on the metric SI units, three of which are now defined as conditionally exact 
after careful measurements and calculations of the optical spectra of primary chemical elements: The speed of 
light in free space C = 299792458 m/s (by the radiation frequency of caesium-133). The triple point of water TPW 
= 100*K - 1/100 = 273.15 degree Celsius (oxygen-16 and two hydrogen-1). The relative molar mass RMM = 
12/1000 = 0.012 (by carbon-12). For a more accurate estimate of quantum units in a unified system of positional 
calculations, we can use only two simple expressions connecting the transcendental numbers pi and e with the 
progressive (N+1) and inverted 1/(N+1) natural sets. These are recently discovered exact expressions for the 
stroboscopic speed C of a three-dimensional circular motion and the stroboscopic speed K for a one-dimensional 
radial motion [1-3]: 
 
C = [(R/10^8 + 4*pi*C/10^18)^64]*(10^7) = [299792457.86759134] – upper speed unit of Maxwell. 
K = e + AS + BS = [2.7315999984590452] – upper background temperature unit of Kelvin. 
R = Integer{10^8*(C/10^7)^(1/64)} = 105456978 – reference integer of Dirac. 
A = Lim[1/Sum{729927/10^(8*N)}] = 137 – reference integer of Sommerfeld. 
AS = Lim[1/100/Sum{[A + (A - 100)*N]/[10^(3*N + 2)]}] = [0.00729] – Sommerfeld’s integral. 
B = 602214183 – reference integer of Avogadro.  
BS = Lim[Sum{B/10^(3*N + 8)}] = [0.00602817] – Avogadro’s integral. 
 
[Ri] = 1+2/100*(e+[Ai]*(1+Sqrt(2*pi*e)/10))) – normalized field of inverse radius – matrix of Dirac. 
[Pi] = 2*pi*[Ri] – normalized field of inverse perimeter – matrix of Planck. 
[Ci] = ([Ri]^64)/10 – normalized field of speed of waves – temporal matrix of Maxwell-Kelvin. 
[Gi] = [Pi]*(1+[Ai]) – normalized field of density of wave fronts – gravity matrix of Newton-Wien. 
[Ni] = 100*(Sqrt(8*pi*e/(8*pi*e+A^2))/(1+2*[Ai]/1000) - 5/(10^8)) – entropy matrix of Avogadro. 
[Mi] = 12 - [Ai]/10 – normalized field of relative amplitudes – molar mass matrix of Amagat.  
[Ki] = Cos[Mi] - Sin[Mi] – normalized field of relative phases – polarization matrix of Boltzmann. 
 

AVOGADRO-[Ni]               DALTON-10/[Ni]  
A4 = 4/A-3*A0    6.0221410025819227   1.6605390002845527 
AH = 1/16/pi/e     6.0221410053902884   1.6605389995101768  
NB = B/(1+4*pi/10^8)/10^8   6.0221410732354338   1.6605389808026261 
AL = 1/(1+59*Ln(10))    6.0221411450151730   1.6605389610101549 
 

     PLANCK-[Pi]               DIRAC-[PI]/(2*pi)              
A1 = 1/A     6.6260710055755005   1.0545719538152265 
AF = 1/(A+36/1000)    6.6260706650236630   1.0545718996147182 
A0 = (pi*e/100)^2    6.6260698398254579   1.0545717682803448 
AS = 1/100/(10/(10-1))^3   6.6260693592370495   1.0545716917923240 
 
      MAXWELL-[Ci]               BOLTZMANN-[Ki] 
RC = (R+4*pi*C/10^10)/10^8               299792457.86759134   1.3806484502840000 
RE = (R+1/e)/10^8                299792456.25727419   1.3806484501880000 
RA = (R+1/(e+AS))/10^8               299792456.07825451   1.3806484501770000 
RK = (R+1/K)/10^8    299792455.93094320   1.3806484501680000 
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Telecom band single-photon detectors (SPDs) play a critical role in optical quantum communication, and the SPD 
performance directly limits the transmission distance and key rate of fiber-based quantum key distribution (QKD). 
Compared with InGaAs/InP avalanche photodiodes (APDs) and superconducting SPDs, the performance of up-
conversion SPD satisfies the need of long-distance QKD and is suitable for field implementation, where the 
detection spectral range of silicon APDs is extended into the 1.55-μm telecom band using sum-frequency 
generation (SFG) with periodically poled lithium niobate (PPLN) waveguides [1].  
However, as a low-noise and high-efficiency wavelength conversion device, proton exchanged PPLN waveguide 
guides only the light wave polarized along the c-axis of the z-cut crystal [2], and all the interacting waves are of 
the same polarization for type-0 SFG, making use of the highest nonlinear coefficient d33. Up-conversion SPD 
based on a single waveguide is therefore polarization dependent and extra caution should be taken when up-
conversion SPD is used in polarization-independent systems. 
We demonstrate a compact all-fiber polarization-independent up-conversion detector (Fig. 1) for single photon 
counting at 1.55 μm based on the polarization diversity configuration. An integrated dual-channel reverse proton 
exchanged (RPE) PPLN waveguide device with two adjacent waveguides of the same design parameters is used. 
After being separated with a fiber-coupled polarization beam splitter (PBS), the horizontal and vertical polarized 
components of the randomly polarized signal pass two orthogonally polarized polarization maintaining (PM) fibers, 
combine with the pump waves and enter the waveguide device. Optical filtering for the outputs is achieved by 
combining multi-mode fiber filter with multi-mode fiber combiner (MMFC). Such an all-fiber configuration makes 
the system compact and stable. Based on this detector, the polarization-independent single-photon counting at 1.55 
μm is achieved with a system detection efficiency of 29.3%, a dark count rate of 1600 counts per second, and a 
polarization dependent loss of 0.1dB. The detection efficiency remains stable when the polarization of the signal 
is changed, and this detector can be used in practical QKD systems for complex environmental applications [3]. 
 
 

 
 
 

Fig. 1 (a) Preparation of the pump and signal sources. (b) Schematic diagram of the polarization-independent up-conversion 
SPD. VOA: variable optical attenuator, BS: beam splitter, PM: polarization maintaining, SM: single-mode, MM: multi-mode, 
PC: polarization controller, PBS: polarization beam splitter, WDM: wavelength division multiplexer, PPLN: periodically 
poled lithium niobate, MMFC: multi-mode fiber combiner, Si-APD: silicon avalanche photodiode. 
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A multi-channel telecom-band up-conversion single-photon detector (SPD) based on a multi-channel reverse-
proton-exchange periodically poled lithium niobate (PPLN) waveguide has been demonstrated. Pumped by a 1950-
nm single frequency laser module before the waveguide chip and spectrally filtered by an optical fiber filtering 
system after nonlinear frequency mixing, sum-frequency generation signals are detected by a silicon avalanche 
photodiode (APD) module. As proof of principle, we show an eight-channel up-conversion single-photon detector 
based on an eight-channel waveguides. An average detection efficiency (DE) of 25.1% and noise count rate (NCR) 
of 1500 counts per second (cps) are achieved, with a standard deviation of 0.94% and 273cps between different 
channels, which is excellent for its extensive application in high-rate quantum key distribution, single-photon 
imaging, quantum lidar and so on. 
 

Single photon detection technology at telecom band has extremely important applications in quantum 
communication, quantum lidar, single-photon imaging, deep space detection, etc. Single-photon detectors at 
telecom band based on superconducting materials, InGaAs-APD and up-conversion process have been achieved 
[1-3]. Further realizing the spatial resolution capability of single photon detector by the multi-pixel array can 
expand the application scenario greatly. The implementation of array single photon detectors based on the above 
three technologies has its own advantages and disadvantages. Due to the large volume of cryogenic device, 
superconducting detectors are not conducive to achieving a large number of pixels, and the cost would be very 
high. InGaAs-APD is the only technical way that has been realized for an array detector at telecom band so far. 
The Lincoln laboratory of the Massachusetts Institute of Technology has been developing this technology since 
the early 2000s, and in 2007 reported the first 32×32 array single photon detector based on InGaAs-APD. However, 
some parameters are poor (NCR is about 20 kHz, dead time is 6 us, time resolution is about 300-400 ps), and there 
are serious crosstalk between pixels [4]. With continuously optimization and improvement, the number of pixels 
reaches 128×32 with NCR of 5 kHz, time resolution of 300 ps and crosstalk of 8%. The working frame rate can 
reach 100 kHz [5]. However, there still be a certain crosstalk between adjacent pixels.  

 
By using a multi-channel up-conversion single photon detector, we can compensate for some of the 

inadequacies of the InGaAs-APD array detector. Single-photon detection based on reverse-proton-exchange PPLN 
waveguides can achieve a typical dark count of about 1 kHz, and channel isolation more than 30 dB due to the 
independence between different waveguide channels. The use of Si APD for photon detection can provide high 
time resolution no less than the state-of-art InGaAs-APD array, even reaching dozens of picoseconds. In addition, 
by using a block readout method, the frame rate limitation brought by the data transmission can be broken, and the 
working frame rate of the order of megahertz could be realized. 

 
Here, an eight-channel up-conversion single-photon detector has been implemented based on an eight-

channel PPLN waveguide chip. At quasi-phase matching condition, an efficient frequency conversion of eight-
channel 1550-nm band signals have been realized. An average DE of 25.1% and NCR of 1500 Hz have been 
achieved. 
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Single-photon avalanche diodes (SPADs) are known for their time resolving capabilities of individual photons. 
Various recent publications focus on system integration of silicon SPADs for time-resolved imaging [1,2,3]. These 
works demonstrate the need for uniform SPAD arrays with a small pitch. In practical applications such as 
automotive LIDAR, high sensitivity to near-infrared (NIR) radiation is beneficial. For backside-illuminated (BSI) 
silicon SPADs, a deep depletion region extending to the back of the device can enhance the NIR sensitivity while 
maintaining efficient carrier transport. 
 
This work presents a CMOS compatible NIR-enhanced silicon BSI SPAD with low sensitivity to process 
fluctuations, 15 μm pitch and an estimated PDE above 15% at 905 nm. Fig. 1 shows the cross-section of the doping 
profile. The device is rotationally symmetric and has a breakdown voltage around 51 V. The doping profile consists 
of multiple narrow n-type implants and ring-shaped p-type implants for the formation of the cathode and anode 
respectively. The cathode and anode are separated by a lowly doped fully depleted volume which extends 
approximately 10 μm deep. The backside is biased at the same voltage as the anode. A dedicated implant for 
creating the multiplication field is absent. Consequently, the device relies on geometry for the formation of a field 
peak near the cathode. The crowding of the electric field lines is demonstrated in Fig. 1. The field peak is radially 
uniform and spaced away from the oxide interface. The overall field distribution results in fast transport and a 
large multiplication probability of electrons generated throughout the lowly doped volume. 
 
A TCAD study is conducted on the design and optimization of the detector for uniform and fast detection of 
photogenerated charges. Furthermore, the uniformity, dark count rate (DCR) and photon detection efficiency 
(PDE) are characterized on fabricated 200 mm BSI wafers and packaged frontside-illuminated (FSI) samples 
through a monolithically integrated digital counter circuit. The FSI samples include a highly doped p-type substrate 
below the depletion region. The variability of the breakdown voltage across a BSI wafer is measured to be less 
than 0.6%. This is more than an order of magnitude lower than the measured variability for a NIR-enhanced 
reference SPAD on the same wafer. The reference SPAD resembles the device presented by Takai et al. [4] but 
includes a 10 μm epi and a depleted bulk. Based on FSI measurements, the BSI PDE is estimated to be above 15% 
at 905 nm. The measured DCR of FSI samples is in the order of 10 kHz per SPAD at an excess bias of 3.3 V and 
room temperature. The DCR on a BSI wafer is measured to be in the order of 100 kHz per SPAD under the same 
conditions. The BSI PDE and excessive BSI DCR are under investigation at the time of writing. Overall, this work 
demonstrates the viability of a uniform NIR-sensitive BSI SPAD based on a geometry-constrained electric field 
and with near-unity fill factor. Dark noise, sensitivity and crosstalk will be addressed in future developments. 
 

 
Fig. 1: Cross-section of the doping profile of a rotationally symmetric NIR-enhanced SPAD. Field lines (black solid 
arrows) and the multiplication region (black enclosure) are indicated. 

References 
[1] R. K. Henderson et al., 2019 IEEE ISSCC, (2019). 
[2] A. R. Ximenes et al., 2018 IEEE ISSCC, (2018). 
[3] C. Zhang et al., IEEE JSSC, vol. 54, no. 4, p. 1137-1151, (2018). 
[4] I. Takai et al., Sensors, vol. 16, p. 459, (2016). 

CathodeAnode Anode

Backside

Multiplication 
region

p+

p

i

n

n+

SiO2

149



1Institute of Electrodynamics, Microwave and Circuit Engineering, TU Wien, Vienna, Austria 

Vbr

Vex Vex

Vex

Vex

IEEE Solid-States Circuits Letters

Scientific Reports

IEEE Electron Device Letters

150



 

 

Behavior and models for quench efficiency in Single-Photon Detection 
 

               Y.OUSSAITI ¹²׳, D.RIDEAU ¹, J.R.MANOUVRIER¹, B.MAMDY¹, H.WEHBE-ALAUSE¹, M.PALA²  

 ¹ STMicroelectronics – 38920 Crolles, France. 

² Centre de Nanosciences et de Nanotechnologies – 91120 Palaiseau, France. 

Abstract – We present results of numerical simulations for quench efficiency in Single-Photon Avalanche 
Diodes (SPADs), using both TCAD and SPICE tools. We discuss the impact of the device internal properties 
as well as external readout electronics on the quench behavior. Then, we assess the role of a new proposed 
circuitry in estimating afterpulses and detection efficiency. The results show a good agreement with 
experiments: we conclude that these models can predict the electrical response in such photodetectors.  

Introduction - SPADs are reverse-biased pn junctions operating at a voltage  initially below the breakdown 
voltage . When the device reaches the latter value, the electric field in active area is strong enough that an 
injected carrier may trigger an avalanche through impact ionization mechanisms [1]. Consequently, the current 
increases promptly and it has to be quenched using an external circuit so that the device can restore its initial 
conditions. Nowadays, SPADs are used in many fields taking advantages mainly of their high quantum efficiency 
[2], high field properties [3]. Through this study, we investigate Silicon-SPAD internal capacitance and well-
resistance from one side, and the external quenching circuits on the device dynamics (recharge, power 
consumption..etc), on the other. For our study, we used Synopsys [4] Drift-Diffusion and SPICE Verilog-A models 
to simulate the device response. By fitting results with experimental data, we point out the circuitry contribution 
in detecting afterpulses, and in estimating the quench efficiency in a range of Si-SPAD representative structures.  

Results 
 

 
 

 

 

 

 

 

 

 

 

 

 
 

Fig. 1 : (a) SPAD diode connected to Passive-Quenching Circuit (PQC) from the cathode node (b) SPAD I-V characteristic: solid lines refer 
to SPICE Verilog-A model, dashed ones to TCAD Drift-Diffusion soft. The impact of both quenching resistance and capacitance is evidenced. 
Typically, a low resistance induces a non-quench behavior; the current is not completely attenuated. As a consequence, the device starts second 
avalanches (spirals) which strongly impact the SPAD dead-time. Throughout this study, the excess bias is fixed at 4 volts for all simulations. 

Conclusion 

We have developed models to simulate and predict SPAD’s electrical response. Among series of simulations 
coupled with experiments, we prospect the device quench behavior, efficiency and fit its internal parameters to 
reach the performance target. These models provide a significant support for SPAD design and characterization.  
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High-speed gating is an effective method to improve the performance of single-photon avalanche diodes (SPADs), 
albeit at the expense of detection duty cycle [1]. This technique has been applied mainly to InGaAs/InP SPADs, 
where the prompt termination of the avalanche current achieved by short (sub-nanosecond) high-repetition-rate 
(gigahertz) bias gates has enabled performance metrics that surpass those achieved by traditional methods [2], 
particularly in count rate and efficiency. In this work we show that high-speed gating can also have a significant 
impact on the performance of a commercially available, high-efficiency (thick) reach-through silicon SPAD. In 
these devices, which have breakdown voltages of 270 V or more, we show that the charge per avalanche can be 
suppressed by more than two orders of magnitude below that of its original actively quenched system. While there 
is an attendant reduction in afterpulsing, the primary benefit for thick Si SPADs is the reduction in the power 
dissipated per avalanche, which allows count rates significantly higher than previously achieved [3]. In preliminary 
measurements we observe count rates up to 75 × 106 s-1 with no degradation in efficiency, and we have operated 
the device at count rates above 100 × 106 s-1, though our initial instrumentation inhibited making an efficiency 
measurement at these rates. These count rates are an order of magnitude higher than previously demonstrated with 
devices of this class.  

Thick reach-through devices are generally not well suited to high-speed gating due to their higher junction 
capacitance, higher operating voltages, and significant packaging inductance; previous work [3,4] has explored 
gating up to 152 MHz. We use the interferometric readout scheme presented in [2] and illustrated in Fig. 1(a) to 
push to higher gating frequencies. We gate the SPAD with a 44 V peak-to-peak sine wave at the cathode and 
suppress the lowest three harmonics of the gate at the anode with destructive interference, allowing for sensitive 
discrimination of avalanche signals in the millivolt range (when appropriately tuned). Higher-order harmonics are 
low-pass filtered (LPF). Figure 1(b) shows analog avalanche signals when every 4th gate is stimulated by a 65(5) ps 
optical pulse with a mean photon number of 0.3(1) and the count rate is  
≈ 30 × 106 s-1. Figure 1(c) shows the afterpulse probability versus time after an illuminated gate as measured in 
each bias gate after an illuminated gate, at 20 oC. Based on the observed performance with this preliminary system, 
we anticipate that higher gate rates can be applied and higher count rates can be achieved. We have designed a 
second system for a 1 GHz gate, and we will discuss the performance of these systems and characterize their 
efficiency and noise properties at high count rates. 

 
Figure 1. (a) Schematic of the multi-harmonic interferometric bias and readout system. (b) Signals at the anode when the 
SPAD is gated by a 750 MHz, 44 V peak-to-peak sine wave. The SPAD is illuminated with an attenuated laser pulse in 
every 4th gate and is counting at an average rate of ≈ 30 × 106 s-1. (c) The conditional afterpulse probability versus time, as 
measured in each of 7 gates following an illuminated gate. 
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Quantum Random Number Generator (QRNG) based on photonics have shown to be a competitive alternative to 
true RNGs [1]. Nevertheless, the main bottleneck of this technology is represented by the cost. A possible way to 
reduce the cost is through the integration of the source of photons in silicon [2-3]. In this work an implementation 
of a QRNG based on a monolithic approach is proposed. The present chip consists of an array of 16x8 elements 
(see Fig.1 left). Each element consists of a p+/nwell junction, used as a source and placed around the detector, and 
a p+/nwell SPAD placed in the centre (see Fig.1 right). Specifically, the p+/nwell junction is biased in forward 
mode and the current flowing in it is regulated by a pMOS transistor (see in Fig2 left). Photons generated by the 
source are detected by the SPAD then random bits are extracted from the measurement of the arrival time. An 
embedded time to amplitude converter samples two consecutive events that are compared, at the end of the 
sampling, in order to extract a random bit. First experimental results in Fig.2 (right) shows that the increment of 
activity due to the emitter is physically demonstrated. Further results, aimed at characterizing the random sequence, 
will be performed soon to check the output quality. 
 

 

 

Fig. 1 Main building blocks of the array of 16x8 monolithic pixels (left) and the layout of each element (right) 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2: Bias circuit for the reference emitter (the pMOS is used to control the current) (left) and the change of activity of the 
SPAD as the voltage applied to the emitter changes (right) 
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Single photon sensitive cameras have found numerous applications in a wide range of fields including quantum                

metrology and imaging, 3D time-of-flight measurements, and fluorescence lifetime imaging. Technological           
platforms of spatially-resolved photon counting include SPAD arrays [2, 3], EMCCD cameras and intensified              
cameras, with each platform offering different advantages. Intensified cameras allow nanosecond gating, enabling             
high temporal resolution measurements at megapixel spatial resolution. Moreover single photon events can be easily               
distinguished from camera readout noise which results in a high SNR. As a result, spatially resolved coincidence                 
photon detection can be performed and used to observe quantum optical effects [1]. 

Due to the use of either CMOS or CCD sensors, the time between consecutive frame rates obtained by intensified                   
cameras is typically 6 orders of magnitude longer than the minimum gating time of such a system. For instance an                    
I-sCMOS camera Andor iStar can obtain a framerate of 50Hz at a full spatial resolution with the gate length of 2 ns.                      
This results in a very low duty cycle and is therefore inefficient for observation of random processes. For instance, if                    
one wants to observe a photon pair created in Spontaneous Parametric Down Conversion (SPDC) of light from a                  
continuous wave laser, the only way is to gate the intensifier once per camera frame. In this case the length of the                      
intensifier gate constitutes the coincidence window. In order to reduce the rate of accidental photon coincidence                
detection, the average photon flux should be kept lower than one photon per coincidence window. As a result, most                   
of the frames are empty (no detected photons) and the measurement times are long [1]. 

We propose and experimentally demonstrate a setup in which the number of photons detected within each frame                 
can be controlled. We achieve this by gating the image intensifier adaptively depending on the number of detected                  
events. Our hybrid intensified camera is built from of-the-shelf components which incorporates an Image Intensifier               
and two detectors: one with high spatial resolution (sCMOS Camera) and one with high temporal resolution                
(photomultiplier tube, PMT). Single photon detection at the gated photocathode of the Image Intensifier (II) results                
in generation of a short pulse of light at the output of the II. Light from such pulses is imaged with a system of                        
lenses and a beamsplitter on two detectors (an sCMOS Camera and a PMT). The signal of the detected photons is                    
registered by the PMT and converted into TTL pulses by a discriminator. A custom FPGA registers the signal of                   
detected photons and a signal of the camera acquisition and controls the gate of the II. With such a feedback loop we                      
can control the gating time and ensure that each frame will contain a chosen number of detected photons. This                   
allows for much more versatility for planning the measurement and allows to drastically reduce the experiment time.  

 
 

Fig. 1 Schematic of  the experimental setup which allows for adaptive gating of the Image Intensifier without 
interrupting the measurement. FPGA registers signals from the setup and controls the Image Intensifier gate.  

With our system, the gating time of the image intensifier is adjusted to the rate of event detection in real time.                     
On-the-fly data analysis is performed with a custom FPGA. We show the use of adaptive gating with photon pairs                   
from the SPDC process and analyze the average duration of the gated frames for different photon fluxes. The use of                    
our system can increase the data acquisition rate and therefore enable photon counting experiments which were not                 
feasible using standard intensified cameras. 
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There is an increasing demand of highly efficient detectors of single photons for many emerging fields such as quantum key 
distribution, time-of-flight depth ranging applications, and singlet oxygen detection for medical screening. Today, thin films such 
as NbN and NbTiN are widely used materials for superconducting single photon detection technology thanks to their good 
superconducting properties and high degree of stability after several thermal cycles. 
 
The use of III-nitride semiconductors as a buffer layer for Nb(Ti)N presents interesting advantages, since GaN and AlN are almost 
lattice matched with Nb(Ti)N, and they are transparent to visible and near-IR radiation.  
 

 
 
For this work, we started first by studying the impact of a crystalline III-nitride (GaN 
or AlN) buffer layer on the properties of ultrathin films of NbTiN (11nm) deposited 
by reactive magnetron sputtering [1]. Best results were obtained using AlN, which 
leads to NbTiN with a superconducting critical temperature Tc = 11.8 K, and sharp 
superconducting transition (ΔT = 0.83 K) as shown in figure 1. This is a major 
improvement in comparison with NbTiN deposited on SiO2 on Si (Tc = 9.8±0.3 K 
with ΔT ≈ 0.87). The first SNSPD in vertical cavity on AlN have been 
demonstrated[1]. 
 

 
 
 

 
Now we are developing high-quality NbN material with ultra-thin AlN buffer layer on 8” SOI wafers in order to build integrated 
detectors with silicon waveguides. A thin AlN layer of 10 nm was developed, leading to improved crystallinity of the NbN material 
and thus to a higher critical temperature of 9K with a sharp superconducting transition. The good performances of the material for 
single photon detection were validated in a vertical cavity architecture (figure3). Integrated SSPDs on silicon waveguides (figure 2) 
is a key component for future large-scale quantum photonic integrated circuits to generate manipulate and detect a large number of 
photonic qubits for secure communications and quantum computing applications. 
 
  

 
 

                                            Figure 3: SSPDs in vertical geometry 

 
 
 
[1] Machhadani et al., SST 32 035008 (2019).  
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Superconducting nanowire single-photon detectors (SNSPDs) are a key technology for optical quantum 
information processing [1]. Their low dark count rate, fast response time, small jitter, and high system detection 
efficiency (SDE) favours their use in various demanding quantum optics applications such as high-speed or long-
distance quantum key distribution, quantum networking, device-independent quantum information processing and 
deep-space optical communication.  
Determining the recovery time of a single-photon detector efficiency after a first detection allows to obtain the 
most complete information about the detector’s time dynamics as well as making general predictions about its 
performances in applications such as quantum communication. But this is a non-trivial problem, as the current 
value in the detector after a detection depends on the electro-thermal feedback and high photon count rates can 
influence the dynamics in a non-trivial manner. Here we will report on a simple and highly sensitive method of 
characterizing SNSPDs in terms of recovery time for different kind of MoSi SNSPDs structures [2], especially in 
the limit of the high-count rate regime. The method used is based on an auto-correlation measurement between 
successive detection, where the first detection is triggered with a pulsed laser and the second one with a CW laser. 
It allows a fast and direct observation of the recovery of the efficiency, as well as to investigate in a fast way 
afterpulsing effect and tiny reflections in the setup (see figure). This technique is also applicable to any wavelength 
and any single-photon detector (Fig. 1). Furthermore, its results are directly usable for other experiments requiring 
a precise knowledge of the recovery time of the efficiency, such as ultra-fast quantum key distribution protocols 
[3] or ultra-fast single-photon sources [4] and we believe that it could become a benchmark measurement of 
detectors for this kind of applications. We use this technique to study the recovery time dependency on the bias 
current in the detector and the detector’s kinety inductance.  
Finally, we will describe several applications such as long-distance quantum key distribution [5] and 
characterization of novel integrated photon pairs source [6]. 
 
 

 
Fig. 1: Normalized efficiency as a function of time after a first detection at different wavelengths. 
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As a novel single photon detector(SPD), superconducting nanowire single photon detector (SNSPD) surpasses the 
semiconducting SPDs with many merits, such as high detection efficiency, low dark count rate, low timing jitter, 
higher counting rate etc. SNSPDs have advanced various QIP experiments in the past decade. Now you may buy 
the commercial SNSPD systems including the cryogenics from several start-up companies. In this talk, we will 
present the latest results of SNSPDs developed by SIMIT. We will show how to improve the detection efficiency 
of NbN SNSPDs with optimized optical design, with ion implantation. We will also show the methods and results 
on suppressing the dark count rate of SNSPD, with on-chip filter, with filter integrated on the tip of pigtail, and 
with low temperature filter bench. The SNSPDs with high efficiency and low dark count rate have been applied in 
various applications such as QKD, optical quantum simulation, LIDAR, quantum random number generation etc. 
. 

 
Fig. 1: Multispectral SNSPD with high efficiency over 80% at three distinct wavelengths[OE 27: 4727 (2019)] . 
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Accurate calibration of single photon detectors is a demanding task. Typically calibrated attenuators are used to 
bridge the gap between reference power meters (>100pW) on the one hand and click detectors (<100fW) on the 
other (for example in Ref. [1]). Here we show a new approach enabling direct light detection over a large 
dynamic range of 123dB from  photons per pulse to over  photons per pulse. This allows direct 
calibration of SNSPDs without the need for calibrated attenuators [2]. In addition our setup is robust and easy to 
use enabling fast calibration.  
The new calibration approach is based on a simple setup using a single beam splitter and a fiber delay loop (Fig. 
1a). Pulsed light is sent to this setup and some fraction is coupled into the loop. Depending on the beam splitter 
reflectivity and loop loss, a specific ratio is coupled out of the loop each round trip, resulting in an exponentially 
decreasing pulse train. We investigate the click probability for this outgoing pulse train in the time domain (time 
bins, Fig. 1b). This time multiplexing setup was introduced by [3] and investigated in the few photon regime in 
the past.  Here we explore the response behavior for high light intensities where saturation of the first bins is 
inherent (area I Fig. 1b). Saturation effects are typically treated as a limiting factor for multiplexing. However, in 
case of decreasing light intensities as given by this setup, far from the saturated region, the click detector 
responds linearly to the incident light intensity. Higher light intensities will shift this region to higher bin 
numbers. By exploiting this fact, and that the saturation of the early bins does not change the response of the 
detector at later bins, we can extract the incident light levels with high accuracy over a large dynamic range. To 
do so, we can show that, perhaps surprisingly, SNSPDs have a higher latching threshold if a large number of 
photons arrive in a single pulse compared to an equivalent CW power level. In our experiment over 200000 
photon/s per pulse with a laser repetition rate of 50kHz can be send to SNSPDs without any latching. This 
corresponds to an average optical power value above 1nW. We also present a calibration routine converts the 
measured click probabilities to a mean photon number enabling direct calibration of SNSPDs without the need 
for calibrated attenuators.  
 
 

 
Fig. 1 (a) Schematic picture of the calibration setup. An incoming pulse is send to a beam splitter connected to a fiber loop. 
Each roundtrip some proportion of the light is coupled out of the loop resulting in an exponential decaying pulse train. Up 
to 1nW optical power can either send to a SNSPD detector without latching or to a calibrated power meter. (b) Typical 
click probability of the SNSPD detector per time bin. Three different areas can be identified: (I) saturation region with near 
deterministic click probability, (II) exponential decay region with a linear slope in the logarithmic click probability plot and 
(III) noise level resulting from dark counts.   
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In many applications of quantum optics there is a strong need of optical coupling from free space or from a multi-
mode optical fibres. On the other hand, a superconducting nanowire single-photon detector (SNSPD) [1] has 
become a device of choice in study of single-photon sources, single-molecule fluorescence, quantum computing 
and quantum cryptography. Most of the realizations of SNSPDs (including commercially available) exploit 
meander-shape design of the superconducting strip with the width of about 100 nm and covering maximum area 
of 15 μm x 15 μm or a 10 -- 15 μm in diameter circle; thus, significantly hampering free-space and multimode 
fibre coupling. There are reports on SNSPD coupling to multi-mode fibres. A straightforward solution, i.e. long 
meandering strip covering e.g. 30 μm x 30 μm area results in ~200 ns response time and 74 ps timing jitter [2] due 
to large kinetic inductance of the strip (and even larger response time and jitter for 100- μm-in-diameter SNSPD 
[3]). More elaborated designs require either a complicated micro-lens optics focusing light from the multimode 
fibre to the small area of SNSPD, or a multiplexed connection of several small-area meanders [4]. 
 
We shall present an alternative approach to the large-area SNSPD design based on our recent discovery of single-
photon response in micron-wide superconducting strips [5]. The solution of the time-dependent Ginzburg-Landau 
equations predicts that if the superconducting strip is biased sufficiently close to the depairing current (e.g. above 
70%) and the bias current is distributed uniformly over the strip cross-section, the single-photon response is 
expected even in infinitely wide strip [6]. Here we present the SNSPD made as a 20 to 50-μm-diameter spiral with 
the 1-μm-wide strip. The device characterization results will be presented. 
 
The work is supported by the Russian Science Foundation (RSF) Project No.17-72-30036. 
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Superconducting nanowire single-photon detector (SNSPD) [1] is a novel and rapidly evolving type of the detector 
which was successfully used in many applications ranging from quantum cryptography to deep space optical 
communication. Meanwhile, the physics of SNSPD operation is not quite clear yet. 
 
Until recently the SNSPD was described by the "geometric hot-spot model" first presented in Ref. [2] and 
improved further in subsequent works (a good review of SNSPD detection mechanisms is given in Ref. [3]). In 
the framework of the "geometric model" it is assumed that the single photon detection occurs only in a 
superconducting strip with a width comparable to the size of the hot spot, being in the range of 50 to 150 nm. It 
has led to devices consisting of fairly narrow and very long strips arranged in such a way that they fill a much 
larger area for good optical coupling. A more thorough theoretical approach is applied to the problem of photon-
detection in a superconductor in Ref [4]. It is based on the theory of non-equilibrium superconductivity capable of 
treating processes depending on space and time. It predicts that in samples with a supercurrent above ~0.7 of the 
depairing current, and uniform over the cross-section of the strip, the detection efficiency is not dependent on the 
width of the strip. Recently we have experimentally demonstrated single-photon detection in up-to 5-micron-wide 
constriction-type bridges made of polycrystalline NbN, using photons of wavelength ranging from 408 nm to 1550 
nm [5].  
 
Here we present the study of the single-photon detection in straight NbN strips with the width ranging from 0.5 to 
5 μm. In these samples, we clearly observe a step-like dependence of the detection efficiency on the bias current 
in wavelength range below 1.3 μm prompting 100% internal detection efficiency (IDE), i.e. each absorbed photon 
produces a 'click' of the detector. The check of the model is performed by the study of photon count rate dependence 
on the magnitude of the magnetic field perpendicular to the sample. 
 
The work is supported by the Russian Science Foundation (RSF) Project No.17-72-30036. 
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We implemented superconducting nanowire single photon detectors (SNSPDs) on top of 3C silicon carbide 
(SiC). This material is among the most promising candidates for the development of a photonic platform for 
large-scale quantum-optics experiments, due to the coexistence of both quantum emitters and a non-
centrosymmetric crystal structure. The atom-like behavior of SiC divacancies, together with the possibility of a 
fast optical modulation, are essential for photonic quantum technologies. As both SiC linear photonics and solid-
state emitters are undergoing a fast development [1] [2], the fabrication of SNSPDs atop this material constitutes 
the last fundamental building block towards a monolithic platform for quantum technologies. Nevertheless, the 
fabrication of SNSPDs on SiC was hampered from a generally poor surface quality and from the difficulties in 
its micromachining. Here we employed a chemical mechanical polished SiC layer with a RMS roughness < 1nm 
and a novel technique for the alignment of multiple SNSPDs with standard fibers for their electro-optical 
characterization at the telecom frequency range (Fig.1a). The alignment is obtained thanks to both a 6 channel 
fiber array controlled by a 6-axis stage and two alignment mirrors, where the light coming from a CW laser is 
reflected from the substrate surface and collected from the same fiber. We obtained a maximum of the reflected 
light when the fiber is placed on top of the Au mirror. Once both the first and the sixth fiber were aligned on the 
corresponding mirrors, the FA is glued to the sample using a cyanoacrylate adhesive and cooled down for 
electro-optical characterization. The measured system detection efficiency indicates an internal efficiency of the 
superconducting nanowire close to unity (Fig.1b), where the system detection efficiency (SDE) reaches the value 
of ~5.5% that corresponds to the maximum value expected from numerical simulations. These results show that 
high detection-efficiency SNSPDs can be integrated in SiC photonic platforms, boosting the range of 
applications allowed by this platform. 
 

 
 
 

Fig. 1 a) Device layout with four SNSPDs fabricated on top of 3C SiC together with two alignment mirrors. b) Detection 
efficiency of the 60nm-wide 3x3μm2 meander with a saturated SDE for Ib≈Ic (inset). 
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The probability distribution of the number of photons in an optical mode carries a great deal of 

information about physical processes that generate or transform the optical signal. Precise characterization of 
photon statistics is a crucial requirement for many applications in the field of photonic quantum technology such 
as quantum metrology [1,2], non-classical light preparation and quantification [3,4,5], quantum secure 
communication [6], and photonic quantum simulations [7,8,9]. Measurement of statistical properties and non-
classical features of light also represents enabling technology for many emerging biomedical imaging and particle-
tracking techniques [10,11]. 

We present a fully reconfigurable near-ideal photon-number-resolving detection scheme with custom 
electronic processing and a novel photon statistics retrieval method using expectation-maximization iterative 
algorithm weakly regularized by the maximum-entropy principle [12]. We achieve unprecedentedly accurate 
measurement of various photon-number distributions of chaotic, classical, non-classical, non-Gaussian, and 
negative-Wigner-function light. Despite uncorrected systematic errors and significant variability of the input 
signal, our approach shows superior fidelity across the board with typical values exceeding 99,8% for mean photon 
numbers up to 20 and the g(2) parameter reaching down to a fraction of a percent. Our results open new paths for 
optical technologies by providing full access to the photon-number information without the necessity of detector 
tomography.  

 

 
 

Fig. 1: Measured (blue bar) and the corresponding theoretical photon statistics (green dot) for (a) Thermal state with < n>=5, 
(b) 2-photon subtracted thermal state, (c) single-photon and (d) 9-photon states emulating emission from clusters of single-
photon emitters. Inset: Wigner function evaluated from the measured statistics. (e) The normalized second-order intensity 
correlation g(2) evaluated from the measured photon statistics of various optical signals with mean photon number < n>. 
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The wildly successful commercialization of superconducting nanowire single-photon detector (SNSPD) 
technology has fulfilled a long-time need of the quantum optics community for high efficiency, low-noise, low-
jitter detection technology[1]. Now that the technology is infused into the community, researchers are looking 
ahead with new goals[2] and asking for “more”: more channels, more counts per second, more optical bandwidth, 
and even more efficiency. As part of an industry-wide push to meet these demands, we report construction of a 
32-channel SNSPD system in a 3U cryostat enclosure with two 16-channel 1U electronics modules.   
 
The system is optimized for operation at 900 nm with mean system detection efficiency of 91.3% (including front 
panel connector loss) with estimated ±2% systematic calibration error, ≤1 dark-counts per second per channel, and 
14.5 ns reset-time to full efficiency. Across all channels, the system can count 2.2 Billion photons per second at 
full efficiency with ≤32 dark counts per second. To achieve the high (69 MHz per channel) count-rate, we 
employed a novel cryogenic DC coupling circuit[3] that provides bias input to, and DC-coupled RF output from, 
each detector with a single coaxial connection at room temperature. Compared to conventional DC coupling 
techniques this is a two-fold reduction in wiring and the associated heat-load, volume, and feedthrough space 
requirements. The SNSPDs were fabricated by Quantum Opus using our standard commercial process. 
 

 
Fig. 1(A) A photo of the 32-channel SNSPD system in 3U enclosure with two 16-channel 1U electronics modules, external 
compressor not shown (B) Histogram of system detection efficiencies (C) Efficiency and dark counts as a function of 
device bias for a representative device, the green line is at 90%, shading indicates estimated ±2% systematic calibration 
uncertainty. (D) Poisson pile-up data with models for representative device under CW illumination. 
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The measurement of light at the single-photon level underpins a rapidly-developing range of applications. These 
range from applications transitioning into the single-photon regime in order to provide improved sensitivity 
and/or energy efficiency, as well as new applications that operate solely in this regime, such as quantum key 
distribution and certain types of quantum random number generators. 
 
NPL and CMI have developed facilities for calibrating free-space coupled single-photon detectors in the silicon 
spectral region which use a ten-element trap (10ET) with transmittance of the order of 10-5 as the attenuating 
element [1]. The 10ET provides a fixed attenuation and a measure of the optical power incident at its entrance. 
The NPL facility uses its 10ET as a linear, but not absolute, attenuator while at CMI their 10ET is used as a 
monitor detector and attenuator. 
 
At NPL, the power transmitted by its 10ET is measured by a three-element silicon photodiode trap detector 
(3ET) at a high incident power on the 10ET (< 0.1 mW). The photocurrent ratio from the traps is also measured. 
The 3ET carries the SI reference. The transmittance and responsivity of the 10ET are taken to be independent of 
the incident optical power (< 0.1 mW), once the alignment and polarisation of the beam through the 10ET 
remain constant. The power incident on the 10ET can then be reduced, and the 10ET photocurrent used to infer 
the photon flux incident at the 3ET. The 3ET and the device under test (DUT) are both mounted on a motorised 
linear translation stage, and the DUT can be positioned where the 3ET was located, and its detection efficiency 
measured. At the DUT, the beam waist diameter is  25 m (FWHM), photon fluxes can be less than 1000 
photons s-1, and detection efficiency can be measured with an uncertainty of less than 1% (k=2) for detectors 
with good spatial uniformity of response. 
 
At CMI, their 10ET is used as an attenuator and as a detector to monitor the temporal stability of the incident laser 
radiation. The photocurrent induced by the input beam at the first two photodiodes of the 10ET is measured using 
a calibrated switched integrator amplifier (SIA) [2].  The SIA uses a 100 pF integration capacitor, and the I/V 
conversion factor can be varied from 1  107 to 1  1010. The DUT and a calibrated reference detector, the Low 
Photon Flux standard detector (LOFD) [3], are then mounted on a motorised linear translation stage. The DUT 
and LOFD are sequentially illuminated by the focussed attenuated beam. The noise equivalent power of the LOFD 
can be as low as 1 fW Hz-½, enabling provision of SI traceability down to the photon-counting regime; photon 
fluxes of the order of 1  105 photons s-1 have been measured with a noise to signal ratio below 3% for a 
measurement time of 80 s. 
 
A detailed description of the facilities, and the uncertainty budgets for measurement at 633 nm and 850 nm, will 
be presented.  
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The self-imaging, or Talbot Effect, that occurs with the propagation of periodically structured waves has enabled 
several unique applications in optical metrology, image processing, data transmission, and matter-wave 
interferometry [1].  In this work, we report on the first demonstration of a Talbot Effect with single photons 
prepared in a lattice of orbital angular momentum (OAM) states. The lattice is prepared by pairs of birefringent 
linear gradients whose optical axes are perpendicular to each other. Such linear gradients are implemented via 
“Lattice of Optical Vorticies” (LOV) prism pairs [2]. We observe that upon propagation, wavefronts of the single 
photons manifest a Talbot Effect whereby the OAM lattice intensity profile is recovered.  Furthermore, we show 
that the intensity at the fractional Talbot distances is indicative of a periodic helical phase structure corresponding 
to a lattice of OAM states. This phenomenon provides a powerful addition to the toolbox of orbital angular 
momentum and spin-orbit techniques that have already enabled many recent developments in quantum optics. 
Such structured beams might present a novel spatial mode to transmit time- and mode-multiplexed information. 
Moreover, our technique offers a new prospective resource in quantum communication protocols and free-space 
communication links based on OAM and spin-orbit states. 
 

 
Fig. 1 Simulated and observed self-images at different fractional Talbot lengths. We measure the two-dimensional intensity 
profile. In the simulation, we multiply a Gaussian beam envelope with the beam waist measured in the experiment to 
account for features occurring due to finite beam sizes when propagating along the z-axis. Good qualitative agreement is 
found between the simulated and observed profiles. 
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In this presentation, the EURAMET joint research project “Single-photon sources as new quantum standards” 
(SIQUST) [1], funded within the European Union Horizon 2020 research and innovation programme, will be 
presented.  
The aim of this project is to carry out the fundamental work needed to develop new quantum standards, assessing 
and establishing new materials and designs for single-photon sources and thus to develop new absolute standard 
radiation sources, which exploit the discrete and quantum nature of photons. These sources will be based on single-
photon emitters with a calculable photon emission rate and high purity, i.e. with a very low multiple photon 
emission probability. Such sources hold promise as new quantum standards which will have a large number of 
applications, e.g. for use in the calibration of single-photon detectors, for the realization of the SI base unit candela, 
for quantum random-number generation, for quantum key distribution, for sub-shot noise metrology, for quantum-
enhanced metrology, and for photon-based quantum computation. Furthermore, the essential elements of 
supporting measurement and metrology infrastructure, such as amplifiers and detectors will be developed and 
characterized. The specific objectives are to develop single-photon sources as new quantum standards in the 
visible, near-infrared and telecom wavelength range, based on optically and electrically-driven impurity centres in 
nano- and bulk diamonds, quantum dots in semiconductor structures and molecules having, simultaneously, photon 
rates > 1 × 106 photons per second, emission bandwidths < 2 nm and high purity emission indicated by g(2)(t = 0) 
values < 0.05; to assess new materials and concepts for single-photon sources, such as 2D materials (e.g. hexagonal 
boron nitride and thin transition-metal dichalcogenides) and coupling designs to optimise the collection efficiency 
(e.g. micro-resonators, waveguides, optical antennas) and to assess the impact of excitation schemes on the 
quantum optical properties of single-photon sources; to establish sources of indistinguishable and entangled 
photons based on near infrared (< 1 μm) quantum dot single-photon sources with photon 
indistinguishability > 90 % and novel sensing and measurement techniques based on these sources; to develop 
metrology infrastructure for traceable single-photon source characterisation, i.e. detectors, amplifiers, single-
photon spectroradiometers and to promote the results, to trigger commercialisation of products, and to deliver 
input to standardisation organisations. In addition to the presentation of the project, first results of the project will 
be reported at the conference. 
The work reported on this paper is funded by project EMPIR 17FUN06 SIQUST. This project received funding 
from the EMPIR programme co-financed by the Participating States and from the European Union Horizon 2020 
research and innovation programme. 
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Single organic molecules have recently gained attention as novel non-classical light sources with Quantum 
information applications. Dibenzoterrylene (DBT) encased in a nano-crystal of anthracene is an example of such 
a deterministic single photon emitter which has generated research interest due to its high photostability and 
tunability [1].  With all solid-state photon emitters, it is crucial that the dephasing processes are well understood 
to allow for their prevention. Here we present a theoretical model which simulates the temperature dependent 
emission spectra for an organic molecule single photon emitter. These simulations are directly compared against 
raw experimental data taken from collaborators2, see figure 1. 
 
The theoretical model utilises a polaron transformation to derive a master equation in the formalism of open 
quantum systems theory which describes the dynamics and optical properties of the system [3].  The DBT 
molecule is modelled as a two-level electronic system (TLS) with a singlet ground and excited state. The model 
reproduces the zero-phonon line (ZPL) which is in the near-infrared range (784nm) and three local vibrational 
modes of the DBT molecule. The local vibrational modes which appear in the spectrum have been concluded to 
come from the local libration of the molecule and are treated as harmonic oscillators [4]. The spectrum is 
broadened by the photonic environment and thermal phonon residual baths which couple separately to the TLS 
and the local vibrational modes. These phonon baths originate from the anthracene crystal environment. The TLS-
bath interaction is taken to second order to capture the temperature dependent homogenous broadening of the 
ZPL. Finally, a broad sideband on all spectral peaks can be seen, this due to the non-Markovian nature of the TLS-
bath that is captured by moving into the polaron frame. This work enables the complete modelling of the dynamics 
from this organic molecule single photon emitter, characterising the phonon coupling influence on the optical 
properties. 
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shape of elec-tronic transitions in molecular mixed crystals”. In:The Jour-nal of Chemical Physics70.2 (1979), 
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7.3K 35.5K 

Fig. 1: Emission spectrum of a single DBT molecule encased in an anthracene crystal at 7.3K (left) and 35.5K (right). Experimental data 
shown in Grey and the Blue dashed line shows the theoretical model. The ZPL is centred on 0meV which corresponds to emission at 784nm. 

Inset displays the spectra with an intensity log scale highlighting the sideband. Resolution of the spectrometer captured in the theoretical 
model via convolution with a gaussian kernel. 
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Resonant excitation of quantum emitters has thus far focused on developing optimal single-photon sources. 
However, the finding of more general quantum states of light remains scarce. Here, we demonstrate the on-
demand generation of photon Fock-state coherent superpositions from solid-state emitters. We show that 
resonantly exciting a semiconductor quantum dot produces non-classical light in superpositions of photon-
numbers along the Rabi cycles. The coherent driving of the atomic system, up to full atomic inversion, results in 
quantum superpositions of ground and excited atomic states, which via spontaneous emission leads to 
superpositions of vacuum and a single-photon, with their relative populations controlled by the driving laser 
intensity. Moreover, we show that driving the system with stronger pulses beyond full-inversion results in a 
coherent superposition of vacuum, one, and two photons, where the two-photon term exceeds the single-photon 
component; a state incidentally resembling a small Schrödinger-cat state. New paths for optical quantum 
technologies with access to the photon-number degree-of-freedom may now be accessible. 
 
∗Equally contributing authors. 
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Future quantum technologies such as quantum computing and encryption will benefit from efficient and on-
demand sources of quantum light. Semiconductor quantum dots have proven to be excellent sources of both high-
purity single photons [1] and high-fidelity entangled pair quantum states [2,3]. Practical use of such sources will 
benefit from on-chip integration with existing photonic circuit technologies. This approach can eliminate the 
requirement of active alignment for exciting the dot and collecting its emission, thereby increasing the source 
stability.  
In this work, we show the controlled incorporation (Fig. 1(a)) of previously characterised quantum dots into 
integrated photonic circuits [4], providing bright light sources for experiments in optical quantum computing and 
metrology. InAsP quantum dots in InP nanowires—emitting between 900 nm and 1000 nm—are transferred from 
the growth substrate and evanescently coupled to SiN ridge waveguides. Photoluminescence (Fig. 1(b)) and second 
order correlation measurements (Fig. 1(c)) are made before and after integration to assess the effects of transferring 
using a nano-manipulator probe system. We report progress investigating source photon purity and 
indistinguishability. 
 

 
 
 

Figure 1: A scanning electron microscope image (a) shows  an InP nanowire (with InAsP quantum dot) on top of a SiN ridge 
waveguide. Photoluminescence spectroscopy (b) shows bright emission, and a g(2) measurement (c) demonstrates the quantum dot is 
a high-quality single photon source. 
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Single atom devices enable spin physics in silicon single electron/single hole quantum dots at cryogenic 
temperature, but alternative from conventional microelectronic dopants can be implanted to access optical states 
up to room temperature. We review photon-related single atom effects including P, As, Ge-V complex and Er-
Ox complex in silicon, by addressing their behaviour and exploitation in single photon emission and detection. 
Single ion implantation enables to control doping by implanting atoms one by one, thus creating intentional 
geometrically controlled quantum dots. In particular, single implanted P and As [1,2] are considered for their 
capability of raising photon assisted tunneling, microwave controlled Kondo effect, electrically controlled single 
photon counting at cryogenic temperature. Single implanted Ge-V [3] in silicon shows bound electrons up to 
room temperature because of its deep donor states, whose spectrum potentially opens relevant optical transitions. 
Finally, single ion Er coimplanted with oxygen is discussed. Experiments involving few Er atoms [4,5] down to 
single atom for both emitting and capturing telecom frequency single photons are discussed.  
 

 

  
Fig. 1 Top: the single ion implantation method, based on a modified FIB [1]. Bottom left (a,b): photoluminescence of dots 
constituted by few hundred of Er atoms implanted in silicon at room temperature [4] Bottom right: photocurrent of a 
transistor doped with few thousands of Er atoms at room temperature [5]. 
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The realization of complex quantum many-body physics of photons is an outstanding challenge of modern 
quantum optics as it arises from interactions in out-of-equilibrium systems. Typical schemes for generating 
correlated states of light require a highly nonlinear medium strongly coupled to an optical mode. Such 
approaches are often strongly impaired by unavoidable dissipative processes which reduce the nonlinearity and 
cause photon loss.  

Here, we experimentally demonstrate the opposite approach where a highly dissipative, weakly coupled medium 
can be harnessed to generate and study strongly correlated states of light [1]. Specifically, we measure the 
second-order correlation function of light transmitted through an ensemble of atoms that weakly couple to the 
optical mode of an optical nanofiber. Dissipation removes uncorrelated photons while preferentially transmitting 
highly correlated photons created through nonlinear interactions. As a result, the transmitted light constitutes a 
highly correlated many-body state of light which reveals itself in the second order correlation function that 
exhibits antibunched or bunched photon statistics depending on the optical depth of the atomic ensemble. 
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Single photon sources based on solid state single emitters such as quantum dots and impurities in a diamond are 

of great interest for many application fields such as quantum computer, quantum communication, and quantum 
sensing [1, 2]. In photometry and radiometry, a single-photon source, which can emit only one photon in a well-
defined time and frequency domain, is the promising candidate to realize a photon number-based primary standard 
for quantum radiometry [3]. At KRISS, we realized single photon sources based on various single emitters at room 
temperature. The experimental setup and the preliminary various single photon results are presented in this 
conference. 

 

 
Fig. 1 The spectrum and purity factor g(2) of  a single photon sources are shown with various nanomaterials (Silicon 
Vacancy nano-diamond, Gallium nitride, Hexagonal-Boron Nitride). 

Realization of single photon generation for quantum radiometry, KRISS evaluated single photon characteristics 
using various materials such as silicon vacancy nano-diamond, gallium nitride and hexagonal-boron nitride. The 
distribution of nano-size emitters were identified using SEM images and mounted on a piezo-controlled XYZ-
stage and scanned until an isolated single center is found. When pump light is injected to single emitter, single 
photon is generated. The pump light is removed purity through a several of optical filters, and the pure single 
photon can be characterized through a number of automated switch-type channels. Three channels are configured 
to measure the purity of factor (g(2)), the spectrum and photon flux of single photon source which partially shown 
in  Figure 1. The spectrum of the fluorescence is measured by using a photon-level spectrometer. The Wavelength 
of the ZPL(zero phonon line) is 691,701.6 and 734 and that the FWHM is less than 4nm. A Hanbury-Brown-Twiss 
interferometer is used to measure the second-order correlation function g(2)(τ), which characterizes the single 
photon purity. The purity of g(2) is less than or equal to 0.5 in CW pumping, all of which are measured in Time 
Tag mode. And positional motor stage was placed so that switched integration amplifier (SIA) could determine 
the photon flux to single photon avalanche photodiodes (SPAD). The measured wavelengths are 640 to 780 nm 
and the single photon source excited about 50000 ~ 500000 photons. The photon flux of each single photon source 
is measured by using a Si SPAD whose detection efficiency is calibrated as a function of wavelength [4].  
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Quantum emitters in van der Waals (vdW) materials have attracted lots of attentions in recent years, and shown 
great potentials to be fabricated as quantum photonic nanodevices. Especially, the single photon emitter (SPE) in 
hexagonal boron nitride (hBN) emerges with the outstanding room-temperature quantum performances, whereas 
the ubiquitous blinking and bleaching restrict its practical applications and investigations critically. The bubble in 
vdW materials exhibits the stable structure and can modify the local bandgap by strains on nanoscale, which is 
supposed to have the ability to fix this photostability problem. Here we report a bubble-induced high-purity SPE 
in hBN under ambient conditions showing stable quantum-emitting performances, and no evidence of blinking 
and bleaching for at least one year. Remarkably, we observe the nontrivial successive activating and quenching 
dynamical process of the fluorescent defects at the SPE region under low pressures for the first time, and the robust 
recoverability of the SPE after turning back to the atmospheric pressure. The pressure-tuned performance indicates 
the SPE origins from the lattice defect isolated and activated by the local strain induced from the bubble, and sheds 
lights on the future high-performance quantum sources based on hBN. 
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Gallium Nitride (GaN) is a wide-bandgap semiconductor widely used in solid state lighting, high power 

transistors and blue lasers. GaN also provides an ideal platform for integrated quantum optics with no 2-photon or 
inter-band absorption in the near infra-red, but with well -established industrial processes for growth on Silicon 
and Sapphire substrates. However, there exists a large built in electric field in c-plane GaN which limits efficient 
quantum well emission to wavelengths below ~500nm. 

In the last two years quantum emission from point-like emitters has been reported in off-the-shelf gallium 
nitride (GaN)1. This new discovery shows GaN can host emitters from the ultra-violet out to the telecommunication 
C-band. As a result of the large GaN bandgap this emission persists up to room temperature. The origin of the 
emitters has been attributed to structural crystal imperfections, but a recent study has indicated a more complex 
relationship between different types of stacking fault and the emission2.  

We will report on spectral, time-resolved and autocorrelation measurements of quantum emitters in GaN 
samples synthesized under different conditions. We have observed that, unlike other wideband gap semiconductors 
such as diamond and silicon carbide, there is a continuous range of emission energies for different emitters in the 
same sample suggesting they are not due to a simple, single-site defect. Figure 1 shows an example of one localized 
emitter in semi-polar GaN with a single optical transition at 816nm at room temperature. An auto-correlation 
histogram reveals anti-bunching from the single state with a lifetime of ~1ns, plus a pronounced bunching effect 
with a timescale of 30ns. Detailed analyses of the phonon-broadened spectral line as function of temperature and 
excitation energy will be presented, showing a surprising decrease in intensity at lower temperatures. Finally, we 
will discuss our development of a suspended GaN photonic crystal waveguide, and the prospects for GaN 
integrated quantum photonics based on these emitters. 
 
 

 
 
 

Fig. 1 (a) Room temperature scan of GaN wafer, displaying a bright localised emitter (b) spectrum under 532nm laser 
excitation and (c) auto-correlation function showing anti-bunching with a lifetime of 1.0ns. 
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The prospects for single-photon storage both in bulk crystal and in waveguides of praseodymium-doped yttrium 
orthosilicate (Pr:YSO) are considered using numerical simulation, in support of an experimental effort [1,2] to 
generate photon echoes in a solid medium. The experiment makes use of two electronic levels of Pr, each split into 
three hyperfine levels.  The inhomogeneous broadening of the Pr impurities’ optical transition energies in the 
crystal is required to create a broad bandwidth frequency comb. [3]   In the first step of the experiment, a spectral 
hole is burned in the crystal using a periodically chirped (i.e., serrodyne modulated) laser of relatively high power. 
In contrast to previous efforts, there is no repopulation of the hole.  Modeling of the spectral hole burning was 
performed using the rate equations, and, separately, the density matrix, based on the 6-state Hamiltonian developed 
by Lovric et al. [4] as well as a simplified 3-state model that has the same oscillator strengths in the non-magnetic 
case.  The purpose of the periodically chirped laser is to create a frequency comb.  The comb itself may be modelled 
with the rate equation, but the density matrix can predict the widths of the teeth of the frequency comb.  Suggestions 
for creating high quality combs include ensuring periodicity of the phase of the chirp and an optimized FM pulse.  
In the second step, relaxation to the hyperfine ground states is modeled.  In the third step, an optical pulse enters 
the crystal and is partially absorbed and partially transmitted.  In the fourth step, individual oscillators in the 
material respond with a phase and amplitude given by the filtered input pulse. Subsequent pulses are possible at a 
small integer multiple of this time, limited by the comb width.  The quality of the comb has a great influence on 
the photon echoes. 
 
Work performed in collaboration with Eli Weisler, Harvey Mudd College and NIST. 
 
Classification: Optical quantum-state generation and photon manipulation 
 

 
 

 
 

Fig. 1 Photon echoes (left) as predicted from an observed optical comb.  Dipoles at a given frequency are given a strength 
based on the transmission times an overall Gaussian to describe the incident pulse, phased according to the time delay, and 
summed ; (right) as observed experimentally. 
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POGNAC: an all-fiber self-compensating polarization modulator for QKD 
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Quantum key distribution (QKD) allows distant parties to exchange cryptographic keys with unconditional 
security by encoding information on the degrees of freedom of photons. Polarization encoding has been extensively 
used for QKD along free-space, optical fiber, and satellite links. However, the polarization encoders used in such 
implementations are unstable, expensive, complex and can even exhibit side channels that undermine the security 
of the protocol [1]. To address these criticalities, we propose and test a new polarization encoder: the POGNAC 
(for POlarization SaGNAC [2]. 

 
 

Fig. 1 Schematic representation of the POGNAC. Single Mode fibers are indicated in yellow while Polarization 
Maintaining fibers in blue. Figure from [2]. 

 
Our proposed polarization modulator can be seen in Fig. 1. The photons emerge from the POGNAC with a 
polarization state given by 
     

                                                                                                                                                                                  
where the phases  and  can be set by carefully timing the applied voltage on a Lithium Niobate phase 
modulator. This can be achieved with a System on a Chip (SoC). If no voltages are applied by the SOC, the 
polarization is given by  
 
 
Instead, if  is set to  while  remains zero, the output state becomes 
 
 
Alternatively, if  remains zero while  is set to  , the output state becomes 
 
 
 
The POGNAC combines a simple design and high stability reaching a low intrinsic quantum bit error rate as 
reported in Fig. 2. The self-compensating Sagnac-loop design greatly improves long-term stability over inline 
implementation, making it insensible to temperature fluctuations and DC drifts. Since realization is possible from 
the 800 to the 1550 nm band using commercial off-the-shelf devices, our polarization modulator is a promising 
solution for free-space, fiber, and satellite-based QKD. 
 

 
 

 

 

 

Fig. 2 Intrinsic Stability of the POGNAC. The average QBER measured for the key-generation basis was  
while an average  was measured for the control basis. 
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Recent experimental advances make quantum communication networks a reality. Experimentalists around the 
world are building quantum network testbeds with ever increasing complexity. These efforts include a 30-mile 
optical fiber link connecting Argonne and Fermilab to test long distance communication, and FQNET, an onsite 
teleportation and entanglement experiment at Fermilab. Our work complements these experimental efforts by 
building a Simulator of QUantum Network Communication (SeQUeNCe) that models quantum hardware, network 
protocols, and simulates transmission of individual photon pulses and control messages with picosecond accuracy. 
SeQUeNCe is capable of comparing alternative experiment design choices in highly complex systems with many 
possible designs of quantum repeaters, network topologies, quantum memories, and transduction systems.  
Here we report on our use of SeQUeNCe to simulate quantum key distribution with the BB84 protocol [1], key 
reconciliation with Cascade [2], and detection of photon splitting attacks with a decoy-state protocol [3]. Fig. 1 
depicts quantum and classical communication of the BB84 and Cascade protocols implemented in the simulator. 
Our hardware model used an attenuated photon source with 80 MHz frequency and mean photon number 0.1. The 
detector had 80% efficiency, dark count rate 10 /sec, time resolution 10 ps, and maximum count rate 50,000,000 
/sec. The quantum channel parameters were polarization fidelity of 97% and attenuation of 0.2 dB/km. The 
classical communication channel used by control messages had a round-trip-time of 2 ms in addition to propagation 
delay to accommodate message processing, TCP/IP packet formation, and buffering. The ratio among the signal 
pulses, decoy pulses, and vacuum pulses used by the decoy protocol were 8:1:1. 
Fig. 2 shows the achieved key bit throughput (left axis) and the latency contributions of the BB84 and Cascade 
protocols (right axis) as a function of the optical fiber length. As expected, the key throughput (blue color) 
decreases exponentially with distance. Latency contribution of the BB84 protocol (red color) when transmitting a 
key was increasing with the fiber length due to decreasing throughput. The latency of Cascade (green color) was 
relatively constant at 1.8 sec to 2.4 sec. With 1.4% bit error rate, Cascade needed to correct approximately 140 
error bits in each 10,240-bit frame, leading to 1,100 ~ 1,500 communication rounds. 
In the past, quantum network simulations were used to study individual protocols in isolation or focused on 
applications [4]. Recently developed simulators, such as SeQUeNCe and NetSquid [5], allow comprehensive 
modeling of quantum hardware, quantum network protocols, and their interaction. We plan to use SeQUeNCe in 
the future to understand the effects of physical processes such as fiber dilation, perform hardware and software 
parameter tuning, as well as aid with experiment planning and design. 
 

 
Fig. 1 Simulated photon pulses (red color), classical messages 
transmitted by BB84 (blue color), and Cascade (green color).  

 

 
Fig. 2 Simulated key throughput and contributions of 
BB84 and Cascade protocols to latency. 
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Nowadays encryption is exploited for protecting information exchange in several applications. Nevertheless the 
security of commonly used encryption algorithms is based on the extremely high computational costs required 
for message decryption. On the other hand, quantum key distribution (QKD) allows the key exchange between 
two users (Alice and Bob) in a way which has been proved as unconditionally secure, thanks to the fundamental 
principles of quantum physics [1,2]. However to make the QKD a reliable and effective widespread solution, it is 
essential to reduce the cost and enhance the scalability. 
In the present work we experimentally demonstrate the integration of a cost-effective QKD implementation in a 
typical WDM optical network. The considered QKD system is based on a modified version [3] of the 
polarization-encoded BB84 protocol [1], where Bob uses a Faraday rotator (FR) variable over four states and 
only one single-photon avalanche detector (SPAD), as shown in Fig. 1(a). Alice transmits to Bob a stream of 
polarized single photons, obtained by a strongly attenuated laser followed by a polarization controller. The 
polarization of each photon is set by Alice in one state of polarization among four possible states (horizontal, 
vertical, diagonal, anti-diagonal). A key bit is exchanged in a secure way through the quantum channel when 
Alice and Bob choose the same basis (either "rectilinear" or "diagonal") and a photon is detected by the SPAD 
after a polarizer set in a fixed state (e.g., vertical). Bob chooses the FR rotation angle among four possible values 
(0°, 45°, 90°, 135°), making two binary choices. The first one (i.e., a rotation of either 0° or 45°) represents the 
choice of the measurement basis and is communicated to Alice through the public channel, while the second one 
(i.e., an additional rotation of either 0° or 90°) is maintained secret and allows Bob for determining the key bit. 
The integration of the proposed scheme of QKD in a WDM optical network has been tested according to the 
scheme depicted in Fig. 1(b). The QKD channel is in L band at the wavelength of 1583 nm, while the classical 
WDM channels, used for carrying the conventional data traffic, are in C band in the wavelength range from 1528 
to 1559 nm. In our experimentation the classical WDM channels are emulated by filtering the amplified 
spontaneous emission (ASE) of an Erbium-doped fiber amplifier (EDFA) through a programmable optical filter, 
in order to reproduce the same optical spectrum of a typical WDM signal consisting of 80 channels with 50-GHz 
spacing and 28-GBaud symbol rate. The QKD channel is multiplexed/demultiplexed in the WDM network by 
exploiting commercially available L/C WDM couplers. The detection of the single photons is carried out through 
an InGaAs/InP SPAD, as described in [4]. The experimental results confirm the feasibility of the proposed cost-
effective QKD implementation in WDM optical networks, achieving a quantum bit-error rate (QBER) below the 
accepted limit (11%) for secure QKD [2], in typical operating conditions. 

 

 
Fig. 1 Scheme of the single-SPAD implementation of BB84 (a); integration of QKD in WDM optical network (b). 
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In this work, we present the development of a Franson interferometer to assess the maintenance of time-energy 
entanglement through biological samples as function of sample thickness. The purpose of the unique 
interferometer design and entangled source is to assess the power of entangled photons to enhance the sensitivity 
and depth-penetration of two-photon microscopy for deep biological microscopy. 

Two-photon microscopy is an imaging modality in which the combined energy of two photons excites 
fluorescent probes. The use of near-infrared or infrared sources enables deep penetration (≈1 mm), owing to low 
linear absorption and scatter. The method relies on two-photon absorption (TPA), a second-order nonlinear optical 
mechanism, which is intrinsically weak and scales quadratically with incident laser intensity. As this mechanism 
requires two photons to co-localize spatially and temporally, a highly-correlated pump source (e.g., entangled) 
should increase the efficiency of TPA. Indeed, theory shows the entangled-TPA (eTPA) signal will scale linearly 
with pump power for low-photon flux [1]. Additionally, experimental demonstrations of eTPA suggest orders-of-
magnitude enhancement over classical TPA [2,3]. Our task is to evaluate the operational depth over which time-
energy entangled photons retain their correlations through tissue. 

To achieve unprecedented depth penetration in bioimaging using TPA/eTPA microscopy, requires 
understanding the correlation range. Ideally, we need to characterize the time-energy correlations as a function of 
media depth with well-defined scattering and absorption coefficients. However, measuring these correlations is 
challenging. Instead, we verify the presence of nonlocal correlations by using a Franson interferometer to violate 
a Bell inequality [4]. By “nonlocal”, we mean the correlations appear linked in a way that exceeds faster-than-light 
communication. While violating a Bell inequality is a stringent method to witness nonlocal correlations, it is easier 
than performing quantum-state tomography. Figure 1 (a) presents the experimental setup with a type of folded 
polarization-based Franson interferometer. By measuring the sample thickness at which point the fringe contrast 
in coincidence counts drops below 70.7 %, we will learn at what depth the photons lose their nonlocal correlations. 
Correlations not strong enough to violate a Bell inequality may still exist deeper in the sample, but eTPA will need 
to be measured directly while a Bell inequality will provide a useful lower operational bound that is easier to 
measure. As a baseline (without a tissue sample), Fig. 1 (b) shows that our interferometer obtains a fringe contrast 
of at least 97 % and demonstrates that our photons exhibit nonlocal correlations. 
 

 
Fig. 1 (a) Folded polarization-based Franson interferometer for verifying the survival of time-energy entanglement 
through tissues. SPDC: spontaneous parametric down-conversion, BiBO: Bismuth Borate nonlinear crystal, M: Mirror, 
PBS: polarized beamsplitter, QWP: quarter-wave plate, HWP: half-wave plate, VWP: variable-wave plate. (b) Franson 
interference observed in the absence of a tissue sample. 
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Quantum optical states are usually reconstructed by means of optical homodyne tomography [1] based on 
homodyne detection. In standard homodyne detection, the optical signal interferes at a balanced beam splitter with 
a high-intensity coherent state, the local oscillator (LO). The two outputs of the beam splitter are detected by two 
p-i-n photodiodes, whose difference photocurrent is amplified, divided by the value of the LO amplitude and 
recorded as a function of the LO phase. This procedure is a measure of the signal-field quadrature and can be used 
to retrieve the complete information on the state through the implementation of a tomographic reconstruction of 
the Wigner function or of the density matrix of the optical state. 
As an alternative, we implement a homodyne-like (HL) detection scheme, in which a low-energy LO and two 
photon-number-resolving detectors (HPD, Hamamatsu) are used. Such a hybrid configuration provides direct 
access to the number of photons measured by each detector separately. The measured numbers can then be used 
to obtain different kinds of information about the state to be analyzed. First of all, the photon number distributions 
of the states at the outputs of the beam splitter can be retrieved [2]. Second, from the measurement of the mean 
number of photons values, an estimation of the phase difference between signal and LO can be obtained [3]. Third, 
from the shot-by-shot difference of detected numbers the quadrature operator of the signal can be sampled at 
different phase differences and from them the tomographic reconstruction of the states can be implemented [4]. 
The potentiality of the HL detection scheme has been successfully exploited for a state-discrimination protocol 
with coherent states [5,6] and suggested to outperform standard homodyne detection in quantum key distribution 
with continuous variables [7]. 
Here we demonstrate the tomographic reconstruction of continuous-variable optical states using the HL detection 
scheme [4]. In particular, we reconstructed the density matrix of single-mode quantum states, and we computed 
the expectation values of the first moments of the quadrature operator. 
 

 
 
Fig. 1 (a) Scheme of HL detection; (b) Experimental setup; (c) Tomographic reconstruction of optical states: results for a     
           set of experimental data (coherent state) and for a set of simulated data (Fock state n = 1). 

 
We have tested the HL scheme on a number of quantum states, using experimental data (coherent and phase-
averaged coherent states) and simulated data (Fock states and odd and even cat states). Our results demonstrate 
that a highly intense LO is not necessary to perform homodyne detection: even a modest imbalance between signal 
and LO is sufficient to successfully perform quantum-state tomography. 
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There are many architectures for quantum information processing, each with their own distinct advantages and 
drawbacks, and the route towards scalable quantum technologies is likely to involve combining these unique 
advantages in a hybrid system. Photons are a promising platform for quantum communication and for interfacing 
different nodes of a quantum network. However, to optimally couple different devices and components of a 
quantum network we require the capability to engineer and manipulate the spectral-temporal wavepacket of 
pulsed photons, the so-called temporal mode (TM) [1]. The ability to coherently manipulate TMs, for example 
by adjusting the bandwidth, is therefore a key capability of future quantum technologies. 

We demonstrate TM manipulation of weak coherent pulses in a Raman quantum memory in warm atomic 
caesium vapour [2]. The Raman interaction can be described as a time non-stationary light-matter beam splitter 
that acts on a single temporal mode [3]; the stored and retrieved TMs are determined by the temporal amplitudes 
of the strong control pulses used to drive the memory. This enables storage, delay and re-shaping of a user-
defined TM in one single device. 

The Raman memory operates on pulses in the MHz and GHz regime, and can therefore interface narrowband 
atomic systems with fast, GHz-bandwidth communication networks. We demonstrate coherent bandwidth 
conversion of ns-duration Gaussian pulses by increasing and decreasing the bandwidth by a factor of 25, as 
shown in Figure 1(a). We compare the efficiency of this process to that of using a passive intensity filter, and 
find that the memory can outperform a filter at large compression factors. 

Furthermore, TMs of light have been highlighted as an appealing basis for quantum information processing [1]. 
They enable compact, high-dimensional encodings, whilst remaining compatible with single-mode optical fibres 
and waveguide devices. As an example we demonstrate mode conversion using Hermite-Gaussian (HG) 
polynomials as a qudit basis for photons. We demonstrate coherent conversion between different Hermite-
Gaussian modes, and Figure 1(b) shows that we can perform arbitrary conversions on this five-dimensional 
alphabet with a constant high efficiency of 35%. 

Fig. 1 (a) Efficiency of bandwidth conversion using the Raman memory. The solid line shows the equivalent efficiency for 
a bandwidth filter. (b) The efficiency of conversion between different Hermite-Gaussian temporal modes. 

We have shown that the Raman memory is a versatile device for coherent temporal mode manipulation. Its 
applications include interfacing different solid state systems such as atoms and quantum dots, where you require 
not only bandwidth conversion but also re-shaping (temporal inversion) of the temporal wavepacket. It also will 
enable quantum key distribution using temporal modes as a high dimensional encoding alphabet to realise fibre-
compatible qudits. Finally, it can be used as a coherent buffer to optimally filter photons from solid-state single 
photon sources [4], thus circumventing the challenges of indistinguishability and source reproducibility.  This 
highlights its potential as a key device in future quantum networks. 
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 One of the earliest low-light human vision experiments was conducted by Hecht, Shlaer and Pirenne in 1942 
[1]. The accuracy of their results, as well as those of similar early experiments, was severely limited by the randomness 
of classical light sources, which can never produce single photons without a sizable likelihood of producing more two 
or more. Since then, the ability to create efficient and tunable single-photon sources has greatly improved, enabling 
proper investigations of the true limits of human vision [2,3] and potentially allowing the eventual study of quantum 
phenomena using the visual system (e.g., entanglement and superposition). We report the latest results from our 
experiment using heralded single photons from SPDC to test a trained subject’s ability to recognize single-photon 
stimuli. Our SPDC pair source produces single photons with a heralding efficiency of 37% at a wavelength of 505 nm, 
near the maximal sensitive wavelength of the rod photoreceptor cells (low-light receptors in the retina). The heralded 
g(2)(0) was also measured to be 0.0023±.001, indicative of a suitably low probability of multi-photon events. Single 
photons from this source travel to a viewing station through one of two optical fibers, chosen at random for each event; 
the output of each fiber is aligned to one of two spots on the peripheral (area of the eye densest with rod cells) of the 
dominant eye of the fully dark-adapted observer. Upon receiving the stimulus, the observer indicates which fiber they 
believe emitted the stimulus, as well as their corresponding level of confidence in their response. With this ‘forced-
choice’ protocol, if the subject’s recognition accuracy is statistically above 50%, we can definitely conclude they had 
interpreted the stimulus and consciously recognized a single photon.  
 With this source we previously set new limits on the low-light temporal integration time of the human visual 
system, observing times exceeding 500 ms [4]. We also previously observed that stimuli consisting of an average of 3 
photons on the retina could be observed, at least by some subjects, with success rates up to 60%.  After several system 
upgrades, we are now completing our single-photon trials. Based on previous results, we estimate a success rate >50.5% 
in all trials, and > 55% in our high-confidence trials. With these estimated success rates, we are conducting ~2500 trials 
split between several different trained observers, which will allow us to draw a conclusion with enough statistical power 
to make definite statements about the limits of human vision. While our preliminary overall recognition accuracy does 
not yet provide definitive evidence that our subjects can perceive single photons, our high confidence accuracy shows 
active recognition of single photons within a confidence interval of ~83%.  

Fig. 1. Vision-optimized single-photon source 
[3]. A UV pump laser produces 505- and 562-
nm photon pairs inside a BBO crystal. The 
562-nm herald photons are detected by a 
single-photon avalanche photodiode (SPAD) 
in coincidence with a photodiode (PD) – in 
order to eliminate background noise – and 
recorded by an FPGA. The 505-nm photons 
are delayed by a 25-m optical fiber before 
passing through a polarizing beam splitter 
(PBS) and half wave plate (HWP). The 
Pockels cell (PC) works with the FPGA to 
deliver a single 505-nm signal photon, which 
is subsequently directed to either the “Left” or 
“Right” viewing station fiber.  

References
[1] S. Hecht, “Energy, Quanta, and Vision”, The Journal of General Physiology 25, 819-840 (1942). 
[2] J. Tinsley et al., “Direct detection of a single photon by humans”, Nature Comm. 7, 12172 (2016). 
[3] R. M. Holmes, et al, “Testing the limits of human vision with quantum states of light: past, present, and future 
experiments,” Proc. SPIE 10659, Advanced Photon Counting Techniques XII, 1065903 (2018). 
[4] R. Holmes, R., M. Victora, R. F. Wang, and P. G. Kwiat, “Measuring temporal summation in visual detection 
with a single-photon source,” Vision Research 140, 33 (2017). 

189



Designing linear-optical interferometers for quantum gate implementation 
I. V. Dyakonov1, M. Yu. Saygin1, I. V. Kondratyev1, S. A. Mironov2,3,4, S. S. Straupe1 and S. P. Kulik1 

1Quantum Technologies Center, Faculty of Physics, Lomonosov Moscow State University, Leninskie Gory 1, building 35, 119991, Moscow, 
Russia. 
2Institute for Nuclear Research of the Russian Academy of Sciences, 60th October Anniversary Prospect, 7a, 117312 Moscow, Russia 
3Institute for Theoretical and Experimental Physics, Bolshaya Cheriomyshkinskaya, 25, 117218 Moscow, Russia 
4Moscow Institute of Physics and Technology, Institutski pereulok, 9, 141701, Dolgoprudny, Russia 
 
Experimental implementation of a quantum computing algorithm strongly relies on the ability to construct required 
unitary transformations applied to the input quantum states. In particular, near-term linear optical computing 
requires universal programmable interferometers, capable of implementing an arbitrary transformation of input 
optical modes. So far, these devices were composed as a circuit with well-defined building blocks, such as balanced 
beamsplitters [1]. This approach is vulnerable to manufacturing imperfections inevitable in any realistic 
experimental implementation, and the larger the circuit size grows, the stricter the tolerances become. In this work 
we demonstrate a new methodology for the design of the high-dimensional mode transformations, which overcomes 
this problem, and carefully investigate its features. The circuit in our architecture is composed of interchanging 
mode mixing layers, which may be almost arbitrary, and layers of variable phaseshifters, allowing to program the 
device to approximate any desired unitary transformation. 
 
 

 
 

Fig. 1. The illustration of the general layout of the proposed circuit. The picture a) depicts the he layout with N-1 phases per layer. The picture b) 
demonstrates the possible modification of the first scheme.  

 
We propose an optical circuit architecture which is extremely robust even to quite large fabrication 
errors. Furthermore, the mode mixing elements comprised in the proposed circuit should not be created ac- 
cording to the predefined template such as the balanced 50:50 beamsplitters forming the Mach-Zehnder 
interferometer but may be quite arbitrary mode-coupling elements. Our numerical experiments show strong 
evidence, that this architecture is capable of realizing large-scale arbitrary unitary transformations with high fidelity. 
 
We also present a numerical package designed for efficient computation of the fock state transformations 
implemented by the interferometer with the given unitary matrix. The development of this software tool is motivated 
due to necessity of the quantum gate with optimized success probability since the linear optical multi-qubit gates are 
intrinsically non-deterministic. The computationally heavy code is implemented in C++ and exposed to the Python 
interface making it really easy to use. 
 
The preprint of the work is published on arXiv [2]. 
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Quantum teleportation is a key protocol for realizing quantum networks. Teleportation of quantum information 
shared by multiple parties can help to build versatile quantum networks that incorporate distributed quantum 
communications and computations. We propose a protocol to teleport an arbitrary logical secret qubit (encoded in 
GHZ-like state) shared by m senders to n receivers through a (m + n)-qubit GHZ state and distributed Bell 
measurements [1, 2], and experimentally demonstrate the case of m = n = 2. Figure 1(a) illustrates the teleportation 
protocol (for m = 3, n = 4) and Fig. 1(b) shows the schematic of the experimental setup (m = n = 2).

Fig. 1 Teleportation of shared logical qubits. (a) Protocol to transfer a logical secret qubit state | between three senders and four receivers; 
circle: qubit, line: GHZ-type entanglement, B: Bell-state measurement. (b) Experimental scheme to demonstrate the m = n = 2 case; BBO: beta 
barium borate crystal, PBS: polarizing beam splitter, QST: quantum state tomography, BSA: Bell-state analyzer.

The logical secret qubit is defined with N photons as | + | in terms of horizontal | and vertical | polarizations of a single photon. Within this encoding, projection measurements to logical Bell states are 
composed of N times of single-photon-qubit Bell state measurement, and can reach near-unity success probability 1 2 for large N using linear optics [1]. This advantage, however, cannot be straightforwardly realized in 
experiments using conventional Bell-state analyzers with one non-polarizing beam splitter and two polarizing 
beam splitters [3] because the failure event in which two photons reside in one output mode must be distinguished 
from photon loss. Therefore, a unit Bell state analyzer (BSA) of this experiment includes additional four non-
polarized beam splitters to the end and total eight photon detectors in contrast to four-photon detectors in the 
original design. The Bell state analyzers and the quantum state tomography setup utilize birefringence-
compensated optical fiber devices to reduce the occupied space and improve the overall stability.

Fig. 2 Reconstructed quantum states of (a-c) three inputs, (d) GHZ4, and (e-g) three outputs of | + | , | + | , and | .

Three input/output states and a four-photon GHZ state were initially generated and reconstructed as shown in Fig. 
2. The fidelities of the input states and the GHZ state with the ideal states were 0.967(1) ~ 0.992(1) and 0.73(1), 
respectively. The reconstructed teleported output states had fidelities of 0.84(4), 0.78(6), and 0.75(5) with the three 
input states, respectively, and beat the classical bound (2/3) by 1.7 ~ 4.3 standard deviations. The proposed protocol 
does not require a trusted node to connect the participants. It can be further extended to be fault-tolerant if error 
correction encodings are employed [2].
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Spatial modes of single photons are a useful quantum information carrier that has infinite intrinsic 

dimensionality and provides relative ease of arbitrary unitary operations compared to temporal modes. Fiber 
transport of such spatial qudits has been demonstrated through superposition states of multiple cores inside a single 
multi-core optical fiber (MCF) [1], where generation, transmission, and measurement of arbitrary four-
dimensional entanglement between two distinct fibers were realized. This work introduces experimental methods 
to characterize an MCF to test its achievable transmission distance and phase stability. 

Decoherence between the core modes is mainly caused by the inter-core differential group delay. When the 
group delay between core i and core j becomes greater than the coherence length of photons, a superposition state 
over the two core modes a|i  + b|j  evolves to a mixed state |a|2|i i| + |b|2|j j|, removing the superposition and 
entanglement incorporating the two components. The inter-core group delay can be quantified by a wavelength-
domain interferometry as shown in Fig. 1(a) [2]. The period of interference fringes in the output spectrum of the 
Mach-Zehnder interferometer reveals the difference of group indices between the interfering cores. The interfering 
beams are split and combined by a spatial light modulator and single-mode-fiber coupling.  

The difference of phase indices induces phase instability owing to ambient temperature change or vibrations, 
and is characterized by the beat length between different core modes. We fabricate an acousto-optic long-period 
fiber grating along an MCF to couple a core mode to an anti-symmetric cladding mode as shown in Fig. 1(b). By 
comparing the frequencies that couples different core modes to a common cladding mode, the beat length between 
the core modes, averaged along the grating length, is measured. The results show the phase or group index 
differences ranging from 10-5 to 10-4, which limits the practical transmission distance to a few meters for a 
moderate photonic wavelength bandwidth (~1 nm) and without an active phase stabilization. 

 
 

 
Fig. 1. Experimental setup. (a) Wavelength-domain interferometry. (b) Acousto-optic long-period fiber grating. MCF: multi-
core fiber, SMF: single-mode fiber, L: lens, MS: mode stripper. 
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We design and implement an atomic frequency comb quantum memory using thulium ions in an
impedance matched optical cavity to create absorption of more than 90% of input signal, resulting
in a memory efficiency of η = 27%. Our low finesse optical cavity enables efficient storage over the
large frequency bandwidths (≥ 500 MHz) often present for single photons and high communication
rates. We store one member of a spontaneous parametric down-conversion pair and, by measuring
a value of g(2) = 9.3 ± 1.2 > 2 for the cross-correlation function of the photons, verify that the
non-classical nature of the light persists after storage in the cavity memory. Using time-bit qubits
encoded into weak coherent pulses and heralded single photons we characterize the fidelity of this
high-bandwidth quantum memory to be FWC = 95% and FSP = 75% confirming non-classical
storage. These results demonstrate progress toward efficient, faithful, and high bandwidth storage
of single photon qubits for quantum networking.
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Quantum communication protocols can be significantly enhanced by careful preparation of photon wavepackets.             
Unfortunately, most realistic sources produce photons, which are spectrally broadband. As a consequence of this,               
signal is affected by temporal broadening during its propagation through dispersive media. This effect can               
considerably limit the efficiency of temporal filtering in long-distance applications. In [1,2] we proposed a               
method to reduce temporal broadening. Recently, we have shown how careful preparation of spectral              
entanglement and time-resolved heralding can substantially narrow the wavepacket of the propagated photons, as              
compared to the classical case [3]. Next step of utilizing spectrally-entangled photon pairs is application to                
encoding information in the temporal mode of a single photon wavepacket [4]. We performed the theoretical                
analysis and compared the distribution of measurement points on the Bloch sphere in ideal and realistic scenario,                 
when detection system suffers from timing jitter (Fig. 1). Also, we extend our analysis of optimal parameters                 
problem by length of telecom fiber with constraint, which allowed us to fully reconstruct the wave function.                 
Then we apply the experimental technique and the proper control of the pump spectral mode in order to generate                   
and measure entangled qudit pairs encoded in temporal modes of photon pair. Our method and a technique of                  
entangled photon pairs production can be extended in order to generate correlated states of multilevel systems. 
 

a) without detector jitter         b)  detector jitter 
 

 
 

 

 

 

 

 

 

 

 

Fig. 1 Distribution of measurement points on the Bloch sphere in for ideal detectors (a) and including the detector jitter (b). Colour 
of dots represents the probability density distribution that measurement will occur. Red arrows show how measurement points 
collapsed on the Bloch sphere by the detector jitter. 
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The interest in non-invasive optical monitoring techniques is growing in several fields (e.g. biomedical, 
pharmaceutical, agricultural and chemical industries). Diffuse optics investigates photon propagation phenomena 
in highly scattering media, recovering information about their optical properties [1]. In Time-Resolved 
Near-Infrared Spectroscopy (TR-NIRS), picosecond light pulses are injected into the sample and diffused photons 
are collected (at a certain distance from the injection point) by means of time-resolved single-photon detectors, 
measuring their arrival times. TR-NIRS is able to retrieve more accurate information from deeper sample layers 
compared to other approaches (e.g. Continuous Wave) and has the capability of measuring absolute optical 
parameters, also exhibiting lower artifacts sensibility [1]. This is achieved thanks to the natural disentanglement 
between absorption and scattering phenomena and the strong relationship between sample penetration depth and 
photon arrival times. In the biomedical field, the demand for monitoring and imaging instrumentation based on 
TR-NIRS is constantly increasing in applications like functional brain imaging, muscle oximetry, optical 
mammography. Up to now, most of TR-NIRS instruments are custom-made prototypes based on commercial 
components [2], thus intrinsically exhibiting scalability problems, high complexity and high cost.  
Trying to answer to this demand, we present a portable full-custom TR-NIRS instrument, developed starting from 
years of research activity on diffuse optics and dedicated hardware at Politecnico di Milano. Fig. 1 shows the 
simplified block diagram of the system, which includes all the fundamental building blocks of a complete 
TR-NIRS setup, with extremely compact dimensions (200×160×50 mm3) and weight (~ 2.5 kg) [3]. It includes: i) 
two compact pulsed laser sources (at 830 and 670 nm wavelengths) based on gain-switched laser diodes, able to 
deliver optical pulses having duration shorter than 250 ps with up to 3 mW of average optical power (at 50 MHz 
repetition rate); ii) a photo-detection module, based on a 1.3×1.3 mm2 area Silicon Photomultiplier (SiPM), custom 
designed to optimize its single-photon timing performance; iii) a system control board, also integrating the 
time-measurement electronics based on a custom Time-to-Digital Converter (TDC) having 10 ps temporal 
resolution and 40 ps single-shot precision. The instrument is able to directly acquire the Distributions of 
Time-of-Flights (DTOFs) of photons emitted from the tissue under test. Data is transferred in real-time to the 
embedded computer via a USB link for data analysis and recording. The system can be battery operated and 
remotely controlled, ensuring several hours of operation. Characterization on solid phantoms and results obtained 
from in-vivo measurement campaigns (especially on-field, like the oximetry measurement in Fig. 2, acquired 
during a bicycle exercise), have shown the excellent performance of the instrument [4] which, thanks to its 
portability and ease of operation, can pave the way towards the diffusion of time-resolved NIR spectroscopy. 
This work was supported in part by the European Union’s Horizon 2020 research and innovation programme under Grant 
agreement 688303 (LUCA). The LUCA project is an initiative of the Photonics Public Private Partnership. 

 
Fig. 1 : Simplified block diagram of the instrument, composed by 
two pulsed laser sources and a time-resolved single-photon 
detection channel, based on SiPM and 10-ps resolution TDC. 
Battery operation ensures several hours of on-field measurements. 

 
Fig. 2 : Oximetry measurement on the right-leg vastus lateralis 
during a bicycle riding exercise (4 repetitions). The instrument is 
worn by the subject as a backpack. Variations are calculated 
respect to values measured before starting the exercise. 
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 Two-photon quantum interference described by the second-order correlation function has been extensively 
studied in the quantum optics field, and utilized in demonstration of quantum information protocols, 
quantum imaging, and quantum sensing. Recently, we found that Fourier transform of the two-photon 
quantum interference patterns give an intensity spectrum of photon pairs with the sum- or difference-
frequency, and demonstrated with photon pairs from spontaneous parametric down-conversion [1]. This 
method with the second-order correlation function could offer a new approach to Fourier transform 
spectroscopy with a quantum manner, while the conventional Fourier transform spectroscopy is governed 
by the first-order correlation function. In order to show a practical application of the quantum Fourier 
transform spectroscopy (QFT), we present a quantum interference experiment with photon pairs generated 
via biexciton in a semiconductor crystal. The final goal of our study is to observe the biexciton spectrum 
by QFT, which could be obtained by the sum-frequency quantum interference pattern, but we have to carry 
out the difference-frequency quantum interference, generally known as Hong-Ou-Mandel (HOM) 
interference, in advance. 

In our experiment, photon pairs are generated via biexciton in CuCl single crystal. The wavelengths of the 
photons are at around 389nm, pumped by a frequency-doubled Ti:sapphire laser, and emitted into a 
noncollinear direction. It has been already reported photon pairs from CuCl form an entangled state in 
polarization degree of freedom [2] but expected to also be entangled in frequency degree of freedom. This 
implies the HOM patterns with the beating frequency of the constituent photons could be observed. Figure 
1. (a) shows the experimental result of HOM interference with the fitting. We can clearly see a fringe pattern 
with the beating oscillation. As far as we know, this is the first experimental observation of the HOM with 
photon pairs via biexciton. Making a Fourier transform of the fitting curve, we obtained the intensity 
spectrum with the difference-frequency of the photon pairs. Figure 1. (b) is the comparison of spectra taken 
by QFT to that by a grating spectrometer. Here it should be noted that we did not use any spectral filers in 
our measurement because this is the demonstration in terms of spectroscopy. This result shows the 
oscillation period of the HOM is a good agreement with the frequency-difference of the constituent photons. 
The narrower spectral width of the QFT spectrum may result in better spectral resolution than the grating 
spectrometer. 

 

Figure 1. (a) HOM beating pattern. (b) Spectrum estimated by quantum interference 
(red curve) and measured by a grating spectrometer (blue dotted curve). 

(a) (b) 
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Developing of quantum networks using integrated photonic technologies is one of the key challenges for realising 
practical quantum applications. Atomic defects in diamond, or color centers, such as silicon-vacancy (SiV) centers, 
can be used as building block for quantum networks. They possess bright emission line at 737 nm, high Debye-
Waller factor (~0.7), and their stable single-photon emission is insusceptible to electric field fluctuations. The 
feasible way to realize quantum networks based on diamond nodes is to integrate them with on-chip optical 
structures and devices. Photonic diamond nanostructures with artificially implanted color centers have been 
demonstrated recently, but their fabrication is challenging and requires sophisticated technique [1,2]. 
Here, we present an alternative approach by coupling SiV centers in nanodiamonds (NDs) to a photonic circuit 
based on silicon nitride (Si3N4) structures (waveguides and ring resonators) deposited on silicon dioxide. The 
fabrication of our photonic devices is relatively straightforward as silicon nitride is a well-known dielectric 
material, which is transparent in VIS-NIR and beyond, compatible with CMOS-based and photolithography 
processes, and possesses relatively high refractive index (n~2). NDs are distributed in isopropanol solvent and 
spin-coated onto the device, resulting in some probability of NDs landing on or next to the ring cavities. We 
identify NDs containing SiVs using a confocal microscope with a 532nm pump and spectrometer, and then bring 
them into contact with a ring cavity using an atomic force microscope (AFM) tip. Successful positioning is 
confirmed with both scanning electron microscope (SEM) and confocal scan images (Fig 1a).   
Under optical excitation, the SiV fluorescence that matches the cavity resonances is evanescently coupled to the 
ring cavity and to a straight bus waveguide, which is then collected with an external objective lens.  Fig. 1b 
compares the spectra collected at room temperature by the confocal microscope and through the waveguide. The 
confocal SiV spectrum shows a broad peak (~10nm) due to multiple SiV centers in the nanodiamond [3], while 
the spectra collected through the waveguide is modulated by the cavity resonances, demonstrating the SiV-cavity 
interaction. In order to match the resonance of a cavity with the emission lines of single SiV at cryogenic 
temperatures we developed the tuning technique based on deposition on nanometer scale layer of silicon dioxide 
for coarse tuning within several nanometers and heating by auxiliary laser for fine tuning within several pm. 

 
Fig. 1 (a): Confocal scan image and scanning electron microscope (SEM) of a nanodiamond (yellow circled) positioned next to the ring cavity 
(b): Spectra of the SiV fluorescence collected via the confocal microscope and through the waveguide (WG). 
 
Our efforts will further focus on isolating single SiV centers via resonant excitation at 4K, and studying their 
coupling to the ring resonators. Placing NDs into small holes etched into the ring could also position the SiVs at 
the field maximum of the resonator mode, significantly improving the ND-cavity coupling strength [4].    
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Single-photon LiDAR (light detection and ranging) offers single-photon sensitivity and picosecond timing 
resolution, which is desirable for high-precision three-dimensional (3D) imaging over long distances. Tremendous 
efforts have been devoted to the development of single-photon LiDAR for long-range 3D imaging. Single-photon 
3D imaging up to a distance of 10 km has been reported [1]. Moreover, recent developments in active imaging 
have become increasingly dependent on computational power. Computational algorithms have the potential to 
greatly improve the imaging range [2]. Despite important progress, further extending the imaging range presents 
enormous challenges because only weak echo photons return and are mixed with strong noise. 

We tackled these challenges by developing an advanced technique based on both hardware and software 
implementations, which are particularly designed for adapting the long-range application [3].  On the hardware 
side, we designed a high-efficiency coaxial-scanning system (see Fig. A(a)) to efficiently collect the weak echo 
photons and suppress system background noise. On the software side, we developed a computational algorithm to 
handle the data of low photon counts mixed with high background noise, with high photon efficiency and super-
resolution capability in the transverse domain. With these improvements, we are able to demonstrate super-
resolution single-photon 3D imaging over a record-breaking distance of 45 km with a low return-signal level of 
~1 photon per pixel and high background noise (SNR ~1/30) [3]. We also compare the performance with the 
previous state-of-the-art computational algorithms (see Fig. B). By comparison, we can see our algorithm recovers 
the fine features of the building, allowing the scenes with multilayer distribution to be accurately identified (see 
Fig. B(e)). The other algorithms, however, fail in this regard.  

The 3D images, generated at the single-photon-per-pixel level, allow for target recognition and identification 
at low light levels. The proposed high-efficiency single-photon LiDAR system, noise-suppression method, and 
advanced computational algorithm open new opportunities for rapid and low-power LiDAR. By refining the setup, 
our system is feasible for a few hundreds of kilometers. Overall, our results open a new venue for high-resolution, 
fast, low-power 3D optical imaging over ultralong ranges. Further details of our work can be seen in Ref. [3]. 

 

Fig. A :  Illustration of long-range active single-photon LiDAR. Satellite image of the experiment layout in the urban area of 
Shanghai City, with the single-photon LiDAR positioned on Chongming Island. (a) Schematic diagram of experimental 
setup. (b) Photograph of experimental setup, including the optical system (left) and the electronic control system (right). (c) 
Close-up photograph of the target, the Pudong Civil Aviation Building, The building is 45 km from the single-photon LiDAR 
setup. Fig. B : Long range 3D imaging results over 45 km. (a) Real visible-band image (tailored) of the target taken with a 
standard astronomical camera. This photograph is substantially blurred in the urban environment. The red rectangle indicates 
the approximate LiDAR FoV. (b)-(e), The reconstruction results obtained by using the pixelwise maximum likelihood (ML) 
method, the photon-efficient algorithm by Shin, the unmixing algorithm by Rapp and Goyal, and the proposed algorithm, 
respectively. The data was an average ~2.59 photon per pixel, and the SNR was ~0.03. Our algorithm in (e) performs much 
better than the other state-of-art photon-efficient computational algorithms and provides super-resolution capability to clearly 
resolve the 0.6-m-wide windows (see expanded view in inset of panel (e)). 
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For accurate scene recognition, LiDAR systems require photon detectors with highest sensitivity and both high 
spatial and temporal resolution. Still, most LiDAR systems rely on mechanically scanning mirrors to capture a 
wide field of view, reducing the margin for a reduction in cost and form factor. Therefore, several approaches 
towards a reliable, accurate and cost efficient LiDAR are being pursued in parallel including MEMS Scanners, 
optical phased arrays and completely motion-free flash LiDAR based on avalanche photo diodes or single-
photon avalanche diodes (SPADs).  
The combination of low-noise CMOS SPADs (CSPADs) and the corresponding read-out electronics (ROIC) on 
the same chip is pioneering for a range of - especially cost-effective and robust - LiDAR applications. In this 
manner, the Fraunhofer IMS CSPAD detectors, fabricated in an automotive CMOS process, provide single-
photon sensitivity with a low dark count rate (~10 cps) and a high dynamic range (134 dB). With current 
CSPAD detectors, the modular Flash LiDAR camera Owl developed by Fraunhofer IMS can achieve a range of 
40 m with a distance resolution of 5 cm and a framerate of 25 fps.  
To achieve high maximum distances and high frames rates for any weather condition, a flexible change of 
measurement mode is crucial for LiDAR applications. With the implemented ROIC on chip, current CSPADs 
allow for recording 4D-datasets, i.e. distance information and intensity (background light photon statistics) 
values simultaneously in every pixel. This is possible by using two modes: In timing mode, a time stamp of the 
first detected photon is generated. In counting mode, the number of photons in a pre-defined time window is 
registered. Moreover, an important feature of our CSPADs is the powerful sunlight suppression mechanism for 
outdoor applications which is achieved through an adaptive coincidence mechanism implemented on the chip for 
every pixel [1]. 
The large number of tasks the ROIC has to perform, e.g. active quenching, time-to-digital conversion and 
coincidence detection, leads on to an increased floor space and limits the pixel fill factor or even in the amount 
of pixels. This is particularly true for LiDAR systems, where every pixel should provide a time stamp for each 
incoming photon in order to not waste light information or measurement time.  
Our novel wafer-to-wafer bonding process with a backside illuminated CSPAD wafer and a ROIC wafer allows 
2-dimensional pixel arrangements without sacrificing the pixel number or fill factor. Currently, a 64 x 48 pixel 
SPAD array detector (CSPAD3000, both wafers in 0.35 μm CMOS) is in fabrication. In the future, this bonding 
technology will also allow for the combination of an optimized SPAD process in Fraunhofer IMS with a more 
advanced CMOS technology for the read-out part of the detector. As a result, both higher temporal and spatial 
resolution can be realized, rendering CSPAD detectors even more attractive for LiDAR applications. 
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Figure 1: Schematic drawing representing the wafer-to-wafer bond process 
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Single-Photon LiDAR in High Ambient Light 
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Time-resolved single-photon detectors such as single-photon avalanche diodes (SPADs) are a promising new 
optical sensor technology for high-resolution long-range 3D imaging due to their high sensitivity and timing 
resolution. A single-photon LiDAR system uses a pulsed light source (e.g. a picosecond laser) in synchronization 
with a SPAD. The laser transmits a periodic train of pulses towards a fixed scene point. For each laser pulse, the 
SPAD records the time-of-arrival of the first returning photon with picosecond precision. Typically, these 
measurements are repeated over many laser pulses and a histogram of photon arrival times is constructed. Ideally, 
in case of negligible ambient light, the temporal location of the peak of this histogram corresponds to the round-
trip time delay. With the knowledge of the speed of light in the imaging medium, the distance of the scene point 
can be estimated. 
 
Problem of High Ambient Light: A LiDAR system in the real world must deal with high ambient light scenarios 
(e.g. sunlight) where the laser power is negligible compared to the total ambient light energy incident on the sensor. 
In these scenarios, the ambient light photons overwhelm the SPAD – after each laser pulse, the SPAD detects an 
early-arriving ambient light photon with very high probability. This prevents the detection of true signal (laser) 
photons that would have arrived later, causing a non-linear distortion of the histogram data called pile-up. 
 
Optimal Photon Flux Criterion: Conventional wisdom suggests that the total photon flux incident on the SPAD 
sensor must be attenuated to <5% of the pulse repetition frequency of the laser source [1]. In recent work [2] we 
showed that this rule-of-thumb is too conservative, and in fact, the optimal fraction of light that should be allowed 
to impinge the SPAD is much higher. Our photon flux criterion states that, for minimum mean squared depth 
reconstruction error, when operating in high ambient light, the total photon flux incident on the SPAD should be 
reduced such that on average 1 photon is incident on the SPAD per laser cycle. Photon flux incident on the SPAD 
can be controlled adaptively for each scene point using a variety of optical techniques. We use neutral density 
filtering as shown in Fig. 1 (a). If no attenuation is used, the photon histogram data is corrupted by pile-up and 
leads to distorted depth maps, as shown in Fig. 1 (b). If the conventional 5% rule-of-thumb (extreme attenuation) 
is used, the reconstructions suffer from shot noise, as shown in Fig. 1 (c). Our optimal attenuation method achieves 
a balance between pile-up distortion and shot noise and provides reliable depth estimates even under high ambient 
illumination, as shown in Fig. 1 (d). 
 
Towards Long-Range Low-Power Single-Photon LiDAR: Development of high resolution and low dead time 
SPAD detector technology, with precise in-pixel timing electronics and multi-photon capture capabilities will play 
a pivotal role in future single-photon LiDAR systems. When combined with modern computational data-driven 
techniques that harness scene priors [3], single-photon LiDARs have the potential to provide low power long range 
3D imaging with unprecedented depth resolution. 
 
 

 
Figure 1 Experimental Results with our hardware prototype: Observe that the proposed method provides high quality 
depth maps that do not suffer from pile-up distortion or shot noise. The ambient illumination was >20,000 lux. We used a 

405 nm pulsed laser with an average power of 3 mW, 10 MHz repetition frequency, and 100 ps pulse width. 
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  Superconducting nanowire single photon detectors (SNSPDs) offer unrivalled performance advantages in the mid 
infrared when compared to other single photon counting technologies[1]. Almost negligible dark count rates[2], 
timing jitter as low as 3ps FWHM[3] and wavelength sensitivity extending up to 10μm[4] allow them to be 
deployed in a wide variety of applications where these properties can be exploited. In single photon light detection 
and ranging (LIDAR) the fast timing jitter and low dark count rate allows an excellent depth resolution in photon 
sparse returns. In this work, we extend the operating wavelength of our LIDAR system to 2.3μm which is 
advantageous for free space applications due to the lower background solar photon flux, a factor of three reduction 
from operating at 1550nm, and less atmospheric absorption than at shorter wavelengths[5]. We deliver photons at 
this wavelength using an optical parametric oscillator (OPO) as a spectrally narrow fast source. We have designed, 
fabricated and characterised a NbTiN SNSPD optimised for mid IR operation for this work. A schematic of the 
experimental setup is shown in Fig 1 and Fig 2 shows results from scanning a small model of Big Ben. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1: Experimental setup for 2.3μm LIDAR. The target is scanned to build up an image. 

 
 
 

 

 

 

 

 
Fig. 2: Left: Photograph of the model of Big Ben on the motorised stages used to scan the target. Right: Depth image of the 
model after scanning complete. A 1s integration time per pixel and <10uW of emitted optical power was used for this scan. 
Key features can be picked out including the raised clock face (~3mm depth) and holes in the model. 
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Nonlocal Coherent Perfect Absorption 
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Loss in optics is normally thought of as a purely local absorption of light energy, although there have been 
nonlocal quantum effects based on absorption coefficients [1]. Coherent absorption is a form of optical loss 
which, at its purest, allows a 50% lossy optical medium to cycle between complete transparency and full 
absorption [2-4]. Excitations of one particular phased superposition of the input modes pass completely and 
excitations of the orthogonal one are absorbed. The effects are typically seen in sub-wavelength films for both 
classical [5] and quantum [6,7] input light. 
 
Here I describe a different form of coherent absorption that occurs jointly at two (or more) spatially separated, 
macroscopic lossy beam splitters. A superposition mode of any phase can be chosen as fully-absorbed or 
transparent. For two-photon NOON-state input a single photon can survive the pair of beam splitters with 
certainty, implying nonlocal absorption of one photon and entanglement between two separated beam splitters. 
This can be detected via the interference in the two-photon survival probability. The consequences for lossy 
quantum-optical networks are explored. 
 

 
 

Fig. 1 A simple set-up for nonlocal coherent absorption. The input is in a superposition of modes 1 and 3. 
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We demonstrate a protocol for quantum-enhanced phase estimation without pre- and post-selected measurements. 
Our experiment, with an overall efficiency of 80 %, utilizes two-mode squeezed vacuum states and photon-
number-resolving detection to surpass the standard quantum limit.  

The possibility of using quantum properties of light to measure small physical parameters with unprecedented 
precision represents one of the most import goals of quantum photonic technologies [1–4]. Here, we demonstrate 
a novel scheme that utilizes all the detected photons from two-mode squeezed vacuum states to perform 
unconditional quantum-enhanced phase estimation with an overall system efficiency of 80 %. Our technique 
makes use of photon-number-resolving detection with transition edge sensors (TESs). 

 
Fig 1: Experimental multiphoton interference and the corresponding Fisher information per photon detected. The 
multiple detection events produced by multiphoton interference are shown in (a). The blue line in (b) represents the 
estimated Fisher information per photon as obtained by a fit to the data, the red dashed line represents the standard 
quantum limit (SQL). 

We use a common path interferometer to estimate the phase between the two photon paths [5]. The Hong-Ou-
Mandel visibility is approximately 98.5 %. All the multiphoton events shown in Fig. 1(a) convey phase 
information that is quantified through classical Fisher information, this is given by , where 
the probability  includes all the detected events. The multiphoton interference events used to perform phase 
estimation are plotted in Fig. 1(a). The black dotted line in this plot shows that the total number of photons is 
conserved during the realization of the experiment. In contrast to the recent protocol in Ref. [5], the photon-
number resolving capability of our scheme enables the efficient discrimination among one- and multi-photon 
events, this possibility leads to a higher Fisher information over a wider range of phases, see Fig. 1(b). In contrast 
to previous protocols for quantum-enhanced estimation of phases [3–5], the more broadly peaked Fisher 
information in our experiment enables the efficient use of the quantum properties of light to measure almost 85% 
of the phase space with unprecedented sensitivities, even in the presence of losses. 
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Several quantum technologies are approaching maturity and commercialisation through recent advances in 
research and product engineering. Quantum key distribution (QKD) is a prime example of this, bringing together 
cutting-edge photonics, fast electronics, and single-photon detection, to create products with an ever-growing 
user base. QKD hardware is developing rapidly and is transitioning to photonic integrated architectures to 
provide improvements in bit rate, affordability, power consumption, and form factor. 
  
The UK’s National Physical Laboratory (NPL) is expanding its measurement capability for characterising the 
quantum layer of QKD hardware in collaboration with Toshiba Research Europe Ltd (TREL), who are 
developing chip-scale devices for GHz clock-rate phase-seeded QKD compatible with standard optical telecoms 
infrastructure [1,2]. 
 
We present SI-traceable measurements of various physical parameters of the QKD components, accurate 
knowledge of which is essential to security assurance of any system. Reference laser light was used to 
interrogate on-chip interferometers, quantifying their response over a range of wavelengths and temperatures. 
The output of on-chip lasers which provide phase seeding and phase randomisation of the encoding states was 
characterised to verify the pulse-to-pulse dictation of optical coherence or phase randomisation. 
 
These results represent a step forward in NPL’s measurement capability, concurrent with the evolving state of 
the art in QKD technology. This measurement capability will contribute to establishing an assurance process for 
quantum communications in the UK.   
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Optical interferometers are indispensable experimental tool in both classical and quantum areas. Multiport 

interferometers are a necessary part of the promising quantum computing platform that leverages linear-optical 
circuits and non-classical properties of photons to realize quantum algorithms. Recent works have demonstrated 
the versatility of linear-optical quantum systems and their ability to solve several quantum computing tasks ranging 
from the well-known algorithms to the more specific ones, such as boson sampling and variational algorithms.  

Today, several decomposition methods exist that enable construction of universal interferometers of 
arbitrary size, in which the actual devices come in the form of network of tunable two-port Mach-Zehnder 
interferometers (MZIs). However, these schemes are sensitive to errors that usually occur at fabrication, making 
the interferometer device universal only to a certain degree. This fact limits the scalability of the multiport 
transformation that can be realized in practice, thus, limiting the complexity of the quantum algorithm that can be 
implemented with the interferometers. 

In this work, we present a novel design of universal multiport interferometers that turns out to be much 
more resilient to errors, compared to those used today. The advantage of the interferometers constructed with our 
design is that they do not require redundant static elements of beam-splitters and phase-shifters. Therefore, the 
interferometer schemes have the same depth and number of elements as in the case of the known optimal design 
[1]. 

 
Fig. 1 Infidelity 1 F  as a function of error parameter  that quantify the imbalance of static beam-splitters that constituent 
the interferometer schemes, constructed with the MZI-based design [1] and our design at 10N . Each point at fixed  
was obtained by a numerical optimization algorithm over a set of 300 randomly generated target matrices 0U  from a uniform 
Haar distribution. 

We study the quality of the multiport interferometers by calculating fidelity, defined as 
2*

02

1
F Tr U U

N
 

which compares a target unitary matrix 0U  and an actual transfer matrix realized by the interferometer U , 
where N  is the size of the matrices. As a most representative type of errors, we consider the case when all 
the static beam-splitter that constituent the interferometer are biased by equal angle , which is a typical 
situation for lithography. Fig. 1 compares the transformation quality of the interferometers constructed with 
the known design, suggested in [1], and our design. Fig. 1 shows the infidelity of multiport transformation 
as a function of the error parameter , having the meaning of the angle that quantify the imbalance of the 
static beam-splitters constituent the interferometer schemes; the ideal case corresponds to balanced beam-
splitters with 0 . As can be seen from the figure, the interferometer of our design remains universal at 
much higher values of , proving its superiority over the known designs. 
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Semiconductor quantum dots are promising candidates in many fields of quantum information processing 
[1]. The narrow bandwidth of the single-photon emission is favorable for the calibration of non-photon number 
resolving detectors at a specific well-defined wavelength. For this application, one aims for a high photon flux 
reaching the detector area with a high single-photon purity. A high photon flux can be achieved by an efficient 
quantum emitter combined with a low-loss optical setup. The extraction efficiency of the investigated InGaAs 
quantum dot is enhanced by embedding it into a monolithic microlens, coated with an anti-reflection layer [2]. 
Furthermore, the overall setup transmission is increased by utilizing two bandpass filters for the spectral filtering, 
each of them having a transmission of about 90 %.  
 

The complete quantum dot characterization includes measurements of the photon flux and its temporal 
stability as well as the spectral characteristics and second-order correlation function under non resonant pulsed 
excitation. The optical power was then determined by using a calibrated spectrometer for the measurement of the 
quantum dot emission wavelength and a silicon single-photon avalanche detector (Si-SPAD) with a calibrated 
detection efficiency, traceable via an unbroken calibration chain to the primary standards for spectral radiant flux 
[3]. Finally, the characterized single-photon source was directly implemented for the calibration of a second Si-
SPAD.  

 
 

Fig. 1: Left: Micro-photoluminescence spectrum of the InGaAs quantum dot emission. Right: The emission peak with the 
highest intensity line at about 922.5 nm is filtered out by two bandpass filters with a full width of half maximum of 0.5 nm. 
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The National Research Council (NRC) of Canada is establishing a quantum metrology capability for optical 
radiometry.  Work has been ongoing in both single-photon detector and single-photon source characterization 
methodologies and measurement techniques. A free-space single-photon detector calibration system for silicon 
single-photon avalanche diode efficiency measurements, with traceability to the NRC absolute cryogenic 
radiometer, has been established. In collaboration with the National Institute of Standards and Technology 
(NIST), a NIST-designed portable optical fibre-coupled superconducting nanowire single-photon detector 
(SNSPD) system [1] was assembled and tested at NIST Boulder by both NRC and NIST researchers and has 
been transported back to NRC. The high efficiency SNSPDs in this system operate at wavelengths of 800 nm, 
1064 nm, and 1550 nm, and will be used as standard fibre-coupled single-photon detectors as well as for other 
measurements. Presently, NRC-developed solid-state on-demand single-photon sources based on III-V 
semiconductor quantum dots [2] are being implemented in metrology applications including investigating the 
possibility of using these sources as absolute standard single-photon sources and in the development and 
standardization of single-photon source performance metrics (i.e. source efficiency, single-photon purity, etc.) 
and measurement procedures.  
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The maximum count rate of a single-photon detector (SPD) is a parameter of interest for applications such as 
detector calibration, quantum communications, and LIDAR. One common method used to demonstrate a detector’s 
maximum count rate is to measure its linearity/non-linearity versus incident photon flux over multiple orders of 
magnitude. These measurements are taken up to saturation, a limit usually imposed by the detector’s recovery time 
(c.f. [1]). Spanning multiple orders of magnitude, such measurements are often presented in a log-log format that 
can obscure subtle but well-known effects in SPDs. For example, afterpulsing noise in avalanche diodes can 
increase by many orders of magnitude as the mean time between detection events is reduced, and yet still remain 
in the few-percent range that may not be evident on a log scale. Similarly, the transition from apparent linearity to 
a state of saturation, where some SPDs essentially become oscillators, is not usefully quantified on a log-log plot. 
Simple count-rate demonstrations are not well suited to show degradations in the signal-to-noise ratio that can 
occur as an SPD’s count rate increases.  
 We demonstrate that directly measuring the noise-to-signal ratio as the count rate increases provides a 
more detailed picture of how the effects like afterpulsing, dark counts, and recovery time impact SPD performance, 
and at what count rate these various effects are relevant. For applications that impose specific bounds on allowable 
noise, such as quantum key distribution [2], this measurement can provide a useful means to determine the 
maximum operable limit of an SPD. Although it was developed for characterizing a high-speed gated InGaAs 
SPD, this technique is agnostic to detector type and can be applied to gated and free-running detection systems.  
 To measure noise at high count rates, we illuminate the SPD with attenuated regularly-spaced laser pulses 
at a rate that exceeds its estimated maximum count rate, allowing the SPD to be driven into the high count-rate 
regime while keeping the mean photon number per pulse low. To measure noise in the SPD under these conditions, 
a pulse is occasionally skipped, creating a ‘dark’ time bin in which there is no light incident on the detector. Post-
selective logic circuits are used to count any noise events that occur in these occasional dark time bins. The post-
selection system is also used to count detection events 
that occur in one of the illuminated time bins, and the 
noise-to-signal is simply the ratio of the count rate in 
the dark time bin to that of one of the illuminated time 
bins. This method provides a means to characterize the 
detector’s ability to count at high rates in response to 
incident photons (ie. linearity), and the noise in the 
detector under high-count-rate conditions.  

An example measurement was made on an 
InGaAs single-photon avalanche diode gated at 
1.25 GHz [3]. Here the laser pulse rate was 625 MHz, 
with 1/32nd of the pulses being omitted to create dark 
time bins. Figure 1 shows the ratio of the count rate in 
the dark time bin (CR(dark)) to the count rate in an 
illuminated time bin (CR(light)), versus the total 
count rate in all bins. At low count rates the ratio is 
dominated by the native dark counts of the detector 
(operated at -10 oC). For count rates between 
50 × 106 s-1 and 150 × 106 s-1 the noise-to-signal ratio 
remains essentially constant due to the combination of 
dark counts and the “long-term” afterpulse probability. At rates above 150 × 106 s-1, where the mean time since 
the last prior avalanche drops below ≈ 7 ns, the noise-to-signal ratio starts to rise due to the increased contribution 
from afterpulsing at short time scales after an avalanche (short-term afterpulsing). In this particular measurement, 
the counter in use had a maximum rate of ≈ 200 × 106 s-1, which limited our data range. We will present similar 
characterizations of an SNSPD, and other commonly used detectors. 
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Figure 1. Noise-to-signal measurements versus count rate for a
gated InGaAs single-photon avalanche diode reveal three regimes:
at low count rates dark counts dominate noise, a middle range where
dark counts and the long-term afterpulsing dominate, and high count
rates where the short-term afterpulse probability dominates noise. 
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In support of the few-photon metrology capability at National Research Council (NRC) Canada, a detection 
efficiency calibration system for free-space single-photon detectors has been constructed. This measurement 
apparatus implements an 850 nm fiber-coupled laser source and utilizes a double-attenuation calibration technique 
[1]. The calibration of silicon single-photon avalanche photodiodes (SPADs) is SI traceable through a substitution 
configuration with a silicon transfer standard radiometer, calibrated directly using the NRC cryogenic radiometer. 
To validate this new single-photon detector efficiency calibration system, SPAD detection efficiencies were 
measured at NRC with the new calibration system and at the National Institute of Standards and Technology 
(NIST) in the USA, using a calibration set-up described in Ref. [2]. The results of these measurements and the 
uncertainty budget for the NRC single-photon detection efficiency calibration system will be presented. 
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An optimal multi-detector configuration
for photon-number resolving measurements

Joël Bleuse∗, Bruno Gayral, Jean-Michel Gérard
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With the advent of quantum information technology and, in particular, the use of an ever-decreasing number

of photons to transport bits — or qubits — of information, a huge effort has been devoted to improving the

performance of single-photon detectors in metrics such as timing jitter, dark counts, detection rate, and efficiency.

In nearly all of these metrics, the most successful type of detector to date is the so-called superconducting

nanowire single-photon detector (SNSPD)[1, 2]. Nevertheless, SNSPD lack photon-number resolution (PNR), as

they function as threshold, “on/off” detectors. Attempts to provide PNR with SNSPDs are still not satisfying, as

these consist mostly in fanning out photons on many end detectors, each with an efficiency smaller than 1, leading

to vanishing fidelity when the number of photons grows larger than 1.

Following previous work[3], we rather considered a detection scheme constituted of many detectors, laid over

a waveguide, and probing in succession the evanescent part of the guided mode[4]. In addition, we searched for an

optimum, if any, by letting the detector efficiencies ηi be adjustable.

As a proper metric, we consider the “fidelity”, i.e. the probability P(p|p) of outputting p detection events when

a number state | p〉 — made of exactly p photons — enters the detection system. For the above-mentioned systems,

for which the photons are fanned out in parallel over N space — or time — slots where the photons are detected

by end detectors, all of efficiency η , the fidelity is[5, 6]:

Pparallel(N,{η}; p|p) = N!

N p(N − p)!
η p (1)

It follows from (1) that getting η as close to 1 as possible is mandatory for these parallel detection schemes.

For our favored, serialized waveguide detection scheme, we find that there exists an optimum — independent
on the number p of incoming photons — in the set of efficiency N-uples, which maximizes the fidelity:

Pseries(N,{η1,ηi = 1/i}1<i≤N ; p|p) = N!

N p(N − p)!

(
1− p

1−η1

N

)
(2)

In (2), the detectors are numbered from N at the entrance of the waveguide down to 1 at the end of it, their

efficiencies being ηi = 1/i. Although the maximum fidelity comes when η1 = 1, we singled out that last detector

to show that, in sharp contrast with the parallel scheme, the unavailability of unit efficiency detectors is of small

concern.

This result is obtained assuming that: i) the detectors are all of the “on/off” type; ii) they all possess unit

internal efficiency: if they absorb one photon or more, it will be a detection event with probability 1; iii) their dark

count is negligible; iv) their detection efficiency η can be set in the range ]0;1[, either at the fabrication stage[7] or

by adjusting an external parameter. Equation (1) is obtained using the same first three assumptions .

We will discuss the robustness of this multi-detector configuration with regard to inaccuracies in efficiencies,

and to relaxation of assumptions ii) and iii), which are very nearly fulfilled by SNSPDs. Moreover, in order to

completely benefit from the precise assessment of the fidelity given by (2), we will argue for the necessity of

separate readout electronics for each SNSPD, making this multi-detector fully digital.
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MCP-PMTs are vacuum tubes, typically consisting of a photocathode, two MCPs and an anode. Photoelectrons 
generated in the photocathode are emitted into vacuum and accelerated towards the MCPs where they are 
multiplied to reach a gain of 1E5 to 1E6 for a dual-MCP device. The anode can be single or pixelated and will 
collect the incoming bunch of electrons.  
 
In terms of spectral range, the Hi-QE photocathodes cover UV to visible spectrum and are tuned to peak at relevant 
wavelengths (for example laser line of 355 nm and 532 nm), depending on the type of photocathode : Hi-QE UV, 
Blue, Aqua or Green, as shown on Fig.1. At low rate signal, the Hi-QE photocathodes [1] with a maximum QE 
above 30 % and extremely low dark rates below 50 Hz/cm2  are providing the ultimate detection capability.  
The newly developed Hi-CE MCPs [2] ensure detection quantum efficiency close to 100 % of QE without loss of 
photoelectron events at the MCP stage. At high photon flux levels the fast timing properties, as shown in the Fig.1 
insert, allow to extend the counting detection range up to GHz photon flux rates. Indeed the pulse waveform 
demonstrate τ < 200 ns and FWHM < 350 ns and the transfer time spread has been measured down to about 20 ps 
The development of High Linearity MCPs extends the average detection rate, ensuring detection ability without 
saturation even at high average photon rate of several 100s of MHz [3]. Those unique properties, combined with 
option for gating and an improved life time, make our new range of MCP-PMTs attractive for demanding single 
photon counting applications.  
 
 

 

 
 

Fig. 1 Quantum efficiency spectra for Photonis Hi-QE S-20 photocathodes: Hi-QE UV (black),  Hi-QE Blue (blue), Hi-QE 
Aqua (purple) and Hi-QE Green (green). The insertion shows the time response waveform of Photonis fast MCP-PMT 
measured with a 2 GHz 40 dB preamplifier and a 2.5 GHz oscilloscope 
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SiPM technologies for Large Volume Manufacturing  
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Silicon photomultiplier (SiPM), an array of many single-photon avalanche diodes (SPADs), has become a 
reference technology for many applications that need to detect and count the number of incident photons in both, 
spatial and temporal domains. Many possible architectures have been proposed [1] in order to optimize the 
characteristic performance of the SiPM. Among them, there are the ones with optimized response in the near UV 
(NUV) or in the near IR region (NIR) [2-3] developed by FBK using its 6” line, dedicated to research and 
development with small and medium volume production capacity. These SiPMs, whose basic architecture is 
reported in Fig.1, have unique characteristics in terms of Photon Detection Efficiency (PDE), Dark Count Rate 
(DCR), Direct Cross Talk (DiCT), timing jitter, as reported in Tab.1. These performances in the NUV and NIR 
spectrum have attracted great interest from both research institutes for large scientific experiments (like “Darkside” 
[4]) and electronic industries for large applications (especially in the medical and automotive fields) requiring a 
larger manufacturing capacity available in the 8” production line of LFoundry. The technology transfer has 
required the optimization of several process steps with the risk of degrading the performances of the SiPM. As a 
matter of fact, the key parameters have been confirmed, demonstrating the intrinsic robustness of this SiPM 
structure. Moreover, some aspects have also been improved thanks to the integration into a fab already dedicated 
to a large volume production of optical sensors. Fig.2 shows the distribution of the breakdown voltage, peaked at 
about 26.5V for NUV-HD SiPMs, with a maximum variation of 250 mV, due to an advanced process control. 
Fig.3 shows the comparison of the leakage current as obtained at 6” and 8”. Production yield is increased while 
the level of primary noise (primary DCR) is comparable to FBK, but with increased uniformity at wafer level. 

The process engineering capability at 8” will allow further optimization and development of SIPMs with the 
introduction of dedicated modules to further improve performance, for example to reduce the DiCT compared to 
what is shown in Fig.4, using optically isolating structures, or to enlarge the range of sensitivity to the 
electromagnetic spectrum. 
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Parameter@25°C NUV-HD NIR-HD 
Cell Size 15 - 40 μm 25 - 35 μm 
Fill Factor 55% - 85% 75% – 85 % 
Breakdown Voltage 26.5 V 27.8 V 
BV Temp Coefficient 28 mV/ºC 28mV/ºC 
PDE (420nm, 5 Vex) > 54% 

 

PDE (850nm, 5Vex) 
 

13-18% 
PDE (905nm, 5Vex) 

 
8-12% 

Gain > 106 > 106 
Peak PDE λ 410 nm 545 nm 
DCR (20°C, 5Vex) < 150 kHz/mm2 < 800 kHz/mm2 
DiCT 20% 14% - 22% 
DeCT + AP 2% 12% - 18% 
Timing Jitter (FWHM) ~ 20ps (single cell) ~ 60ps (single cell) 

Figure 1 : schematic cross section of a FBK SiPM 
with deep trench isolation [2] 

Figure 2: Breakdown Voltage 
Uniformity over 2000 SiPM 

Figure 3: leakage current 
comparison for SiPM produced 
at 6” and 8” 

Table 1: Comparison of main parameters, measured at room 
temperature, for the NUV and NIR SiPM version 

Figure 4: DiCT vs PDE (@905nm) 
for two different cell size 
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In the last two decades, many efforts have been devoted to the development and testing of different classes of 
photon-number-resolving (PNR) detectors, required to characterize quantum states of light containing more than 
single photons. Among PNR detectors, the Silicon photomultipliers (SiPMs) display relevant features, such as an 
unprecedented photon-number resolution at room temperature. SiPMs are commercial PNR detectors consisting 
of avalanche diodes arranged in a matrix with a common output. Every diode is reverse-biased and works in 
Geiger-Muller regime [1]. Even if SiPMs have been massively employed in particle-physics experiments and for 
positron-emission tomography, they have been marginally used in the field of Quantum Optics, due to a limited 
quantum efficiency (below 60%) and to the presence of cross-talk effect [2, 3]. Nevertheless, by properly modeling 
the response of the detectors and minimizing their non-idealities, the reconstruction of light statistics and the 
measurement of intensity correlations can be achieved [4, 5]. 
 

 
 

Fig. 1 (a) Experimental setup for the generation and detection of twin-beam states via parametric downconversion.                                         
(b) Values of R for different choices of the integration gate. 

Here we show that, by suitably operating on the parameters and properly modeling their outputs [4, 6, 7, 8], the 
new generation of Hamamatsu SiPMs can be used to observe sub-shot-noise correlations between the two parties 
of a mesoscopic twin-beam state generated by parametric downconversion. The measurement consists in the 
determination of the noise reduction factor , evaluated from the shot-by-shot 
measurements of the number of photons  in the two parties of the twin beam. If , the state is entangled. 
For perfect twin beams, , but the detectors imperfections limit the minimum achievable value of R. 
We show that the measured value of R strongly depend s on the size of the gate over which the detector output is 
integrated and also on the kind of acquisition system in use. In fact, since for large gate widths detector spurious 
effects like dark-counts, cross-talks and afterpulses are much more relevant than for short ones, the smaller the 
gate, the better the characterization of nonclassicality [8].  
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The low-mass frontier of Dark Matter, the measurement of the neutrino mass, the search for new light bosons in 
laboratory experiments, all require detectors sensitive to excitations of meV or smaller. Faint and rare signals, such 
as those produced by vacuum photoemission or by an Axion in a magnetic field, could be efficiently detected only 
by a new class of sensors.  
The Italian Institute of Nuclear Physics (INFN) has financed the three-year SIMP project (2019-2021) in order to 
strengthen its skills and technologies in this field with the ultimate aim of developing a single microwave photon 
detector. 
This goal will be pursued by improving the sensitivity and the dark count rate of two types of photodetectors: 
current biased Josephson Junction (JJ) for the frequency range 10-50 GHz and Transition Edge Sensor (TES) for 
the frequency range 30-100 GHz. 
Superconducting circuits based on JJ have been used in the last decades for the realization of artificial atoms with 
level spacing of few to several GHz sensitive to single microwave photons. In particular, in current biased JJ, the 
absorption of a photon induces a resonant transition from the superconducting to the resistive state, producing a 
measurable voltage signal. 
The TES calorimeter sensitivity is limited by the magnitude of the thermal energy fluctuations, due to the energy 
exchange between the sensor and the phonon bath. To obtain an energy resolution lower than 0.1 meV the 
proximity effect between a superconducting material (Ti or Al) and a normal metal (Au or Cu) will be exploited 
in order to fabricate a device with a volume of 106 nm3 and a transition temperature of 40 mK or lower. Preliminary 
results on materials and devices characterization will be presented. 
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In this work we present a new 40 × 10 SPAD array designed for direct Time-Of-Flight single-point distance 
measurement to be exploited in automated industrial lines. The aim of this project is the design of a reliable detector 
with good performances when the SPADs are operating in low photon rate regime, and able to reach one centimeter 
resolution with a minimum range of 1 m even with 3 klux background illumination (corresponding to a halogen 
lamp impinging directly on the sensing area) and a 3 ns FWHM laser pulse-width and 100 mW peak power. In 
order to improve the precision, Time-Correlated Single-Photon Counting (TCSPC) histograms must be built and 
the centroid of the resulting distribution is computed by an external processor [1]. 
The strong mechanical vibrations typical in industrial environments force the choice of a non-confocal optical 
setup, which does not require precise alignments, but results in a 1D displacement of the backscattered light on 
the detector, which depends on the target distance. For this reason, the sensing area has a rectangular shape (40 × 10 
SPADs with 24 μm pitch, i.e. 0.96 × 0.24 mm2), with the short side that fits the 150 μm spot diameter and the long 
one determined by the optical setup specifications and the maximum target distance. As can be seen in Figure 1(a),

37 SPADs out of 400 are illuminated by the laser signal, whereas all pixels are exposed to background 
illumination. Thus a new architecture that implements a Region-Of-Interest (ROI) selection and a smart sharing 
of the timing electronics (Time-to-Digital Converters, TDCs) has been proposed to connect to the TDCs only those 
SPADs that have been actually illuminated by the laser spot. As exemplified in Figure 1(b) this implementation is 
expected to improve the Signal-to-Noise Ratio (SNR) of the TCSPC histogram, by removing the spurious 
contributions due to the non-illuminated pixels. 
The ROI selection is performed by repeatedly subtracting, in each pixel, the number of events detected in a first 
time slot that includes the laser expected return time, to the number of background events detected in a second 
time interval without laser. The result of this operation is expected to be different for pixels within the laser spot 
and the ones exposed to background only, as can be seen in Figure 1(c), allowing to discriminate the pixels which 
contain useful signal from the others. Only 80 TDCs are shared among the 400 SPADs, with a self-reconfigurable 
routing which dynamically connects the SPADs within the ROI to the available TDCs. The implemented TDCs 
are based on a multiphase clock architecture, with 75 ps Least Significant Bit (LSB) and 19.2 ns Full-Scale Range 
(FSR), ensuring up to 2 m measurements. 
The array has been fabricated in 160 nm BCD technology, that allows to achieve State-of-Art SPAD performance  
[2], and also to integrate SPAD front-end and fast timing electronics [3]. The chip layout is shown in Figure 1(d).   
 

 

  
Figure 1. a) Representation of the array where the SPADs exposed to the laser pulse are colored in orange, while those exposed to background 
only are green. b) Schematic representation of the histograms that can be obtained with the conversions from all SPADs (on the top) or 
considering only the SPADs exposed (on the bottom). c) Matlab simulation of the possible distribution of counts of the pixel counters in the 
ROI selection after 500 samples. d) Chip layout. 

References 
[1] J. S. Massa, et al., «Laser depth measurement based on time-correlated single-photon counting» OPTICS LETTERS, vol. 
22, no. 8, pp. 543-545, 1997.  
[2] M. Sanzaro, et al., «Single-Photon Avalanche Diodes in a 0.16 μm BCD Technology With Sharp Timing Response and 
Red-Enhanced Sensitivity» IEEE J. Sel. Top. Quantum Electron., 24 (2), pp. 1-9, 2018.  
[3] D. Portaluppi, et al., «32 × 32 CMOS SPAD Imager for Gated Imaging, Photon Timing, and Photon Coincidence» IEEE J. 
Sel. Top. Quantum Electron., vol. 24, n. 2, pp. 1-6, 2018. 

a) b) 

c) 

d) 

222



 

 

 Strained SiGe- and Ge- based SPAD Performances Assessment: a 
Modeling Study. 
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Single Photon Avalanche Diodes (SPAD) are key optoelectronic detectors for medical imaging, camera ranging 
and automotive LiDAR applications. Today, most of SPADs in the market are composed of a micrometric Silicon 
PN junction associated to a proximity CMOS electronics biasing the system above the breakdown voltage. Silicon 
SPADs present low noise and relatively high quantum efficiency, but their sensitivity is limited to photon 
wavelengths lower than 1000 nm, while class 1 eye-safety devices would requires wavelengths larger than 1300 
nm. Moreover, shifting the operation wavelength from 940 nm to e.g. 1310 nm would also result in an improved 
depth accuracy in LIDAR systems, since higher laser powers can be used in compliance with eye-safety 
specifications. Infra-Red (IR) InGaAs-based SPADs, typically targeted to operate at 1550nm, are already available, 
but their relatively high cost and lack of silicon integrated SPADs limit the applications (in particular for high 
density SPAD arrays working on long wavelengths).  Renewal of interest in Ge-based SPAD technology operating 
at 1310nm appears as a more promising solution for integration on conventional Silicon CMOS technologies. 
Recent experimental evidences tend to confirm that the Noise Equivalent Power (NEP) in Ge-Si based SPAD at 
1310 nm [1] (7 e-16 W/Hz1/2 measured at 125K) can compare favorably with InGaAs-InP based devices ones at 
1550nm [2] (8e-17 W/Hz1/2 measured at 125K), but a clear theoretical benchmark of Ge-based devices 
performances against III-V-based device is still missing. 
We assess Strained SiGe and Ge based SPAD devices performances by means of a multi scale simulation 
approach, combining rigorous full band Monte Carlo simulations [4] for PDP calculation, optical absorption [5] 
accounting for strained and temperature dependent band structure effects [6,7], and multiphonon Shockley-
Read-Hall (SRH) models [8]. Several template device architectures operating at 1310nm are compared to a 
reference Si-based one operating at 940nm. Comparisons are also provided with InGaAs-InP devices operating 
at 1550nm. Fig. 1 shows the NEP for a Ge-Based device featuring a 1 um depleted Ge absorption layer separated 
from the Si-based avalanche region. The comparison with the Si-based device simulations (well calibrated on 
measurements) clearly points out the expected and large enhancement of the diffusion current in the Ge-based 
architecture. The contribution of SRH is also enhanced mainly due to the interface states at the Ge/Si interface, 
but its impact on the device performance will largely depend on the local electrostatics (interface within a 
depletion region or not) and its passivation.  

 
Fig. 1 Noise Equivalent Power for two different SPAD architectures operating at 940nm and 1310nm respectively. In the 
Si-based one the PN junction is in the Silicon region for photon collection and carrier multiplication. In the Ge-based 
device (inspired from Ref [1]), the depleted Ge collection region of 1 um is well separated from the Silicon avalanche 
region. 
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An innovative active quenching architecture shown in Figure 1 applies quenching voltage on the SPAD’s cathode when a 
photon triggers an avalanche [1]. In a few nanoseconds the avalanche is terminated by the applied quenching voltage. The 
application of this quenching voltage brings the SPAD below its breakdown voltage, thus returning it to its equilibrium state. 
While the active quenching is taking place, the SPAD’s anode current is monitored to protect from overload conditions. 
Another important part of the design is the custom designed High Voltage DC/DC power supply with excellent transient 
response to high dynamic load condition thereby further protecting the SPAD. 

While Figure 1 only reflects conceptual simplicity, implementing the real circuitry is more involved.  One of the goals is to 
minimize the dead time. This is the time when the SPAD’s bias voltage has been restored, but the circuits is not ready to 
respond to photon detection.  This requires very fast quenching and reset pulses. The SPAD is typically biased 8V above its 
breakdown voltage requiring more than 8V to quench it. A typical quenching voltage may be 12V to provide an additional 
4V below the breakdown voltage. Due to circuit parasitic capacitances, large currents are required for the voltage swings. S2 
is typically implemented with a DMOS component having nanosecond switching capability [2]. Using only the bias recovery 
current can create a hang-up due to a stray photon avalanche before the reset is completed. To speed up recovery time and to 
eliminate the hang-up condition, a recovery current, much larger than the bias current is switched in for this short period of 
time via S3 and R5. The sense resistor used for the avalanche current detection in this example is 200  that feeds one side of 
the high speed comparator. A temperature compensated reference voltage is generated and applied to the other side of the 
high speed comparator. When the SPAD avalanches, and it is sensed by the comparator, a digital logic produces a 10nS 
quenching pulse. This is level shifted and applied to S2 bringing the SPAD cathode voltage below its breakdown voltage and 
thereby quenching it. When the quenching pulse is completed, the reset pulse is generated to complete the recovery 
cycle.  The reset pulse is terminated when the comparator has sensed the SPAD’s cathode voltage returning to its biased 
level. The reset pulse is level shifted for counter interfacing. At that point, count pulse has been generated as an output and 
the SPAD is ready to detect the next incoming photon. 

Figure 1. Proposed Active Quenching Arhitecture
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InGaAs/InP-single-photon detectors (SPDs) operated in gate modus are currently the most commonly used 
detectors in quantum communication and quantum key distribution (QKD) [1-3]. The precise characterization of 
relevant parameters such as, among others, detection efficiency, dead time, after-pulse probability, temporal 
photon detection probability profile and dark count probability, is mandatory for their meaningful use in quantum-
sensitive detection systems, e.g. in the context of quantum-key distribution [4]. Moreover, validated measurement 
methods and measurement procedures are a prerequisite for a reliable characterization. Therefore, several National 
Metrology Institutes (NMIs), such as PTB, and standardisation organisations such as the European 
Telecommunications Standards Institute (ETSI) are currently putting great efforts in developing and standardizing 
measurement methods and procedures, which will allow the traceable characterisation of all relevant parameters 
[4-6]. 

In this conference, we will present our latest results from the calibration of the detection efficiency of fiber-
coupled, gated InGaAs/InP single-photon detectors at the wavelength of 1550 nm. These include the detailed 
characterization of the most relevant parameters affecting the detection efficiency calibration, such as dead time, 
after-pulse probability, dark count probability, and the gate window temporal response. Moreover, the setup and 
the traceability of the reference standard used for the calibration as well as a detailed estimation of the measurement 
uncertainty will be presented.  
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Nowadays, with the development of the quantum information, single-photon detectors (SPDs) capable of photon-
number resolution are in urgent need. In the near infrared, InGaAs/InP APD based SPDs are widely used for their 
compact construction and low cost [1]. The self-differencing technique has been employed to realize photon-
number-resolving (PNR) detection with a single InGaAs/InP APD at the repetition frequencies of hundreds of 
MHz. The gain of the APD was set to be sub-saturated, and the number of the incoming photons determined the 
amplitude of the avalanche signal. However, while the repetition rate of the gates increases to GHz, the PNR 
performance of the APD deteriorates dramatically, for the reason that the APD’s gain has to be set relatively high 
to extract the photon-induced avalanche signal from the spike noise.  
   Here, a GHz InGaAs/InP SPD with the ability to distinguish photon numbers is demonstrated. We use the 
combining technique that consists of the capacitance-balancing and low-pass filtering to acquire the valid 
avalanche signals. The spike noise is first subtracted from the output of a mimic capacitance, and then filtered by 
a low-pass filter, causing the suppression ratio of the spike noise exceed 40 dB. Furthermore, ultrashort gates are 
employed to improve the performance of the SPD, reducing the error counts and making the PNR performance 
better. We perform the PNR detection with this InGaAs/InP SPD by measuring the avalanche voltage output and 
analyzing the peak output voltage probabilistic distribution under different avalanche multiplication of the 
InGaAs/InP APD. Figure 1 exhibits the distribution of the peak output signal of the APD with different detection 
efficiencies at 1 GHz. The averaged detected photon number is set to be ~1.35 per pulse. It could be found out that 
the spike noise is suppressed down to extremely low and the PNR performance is getting better with the increase 
of the detection efficiency. Finally, the GHz SPD could resolve up to 3 photons with the detection efficiency of 
40%, offering a practical solution for high-speed PNR detection. 

  
Fig. 1 Distribution of the peak output signal of the APD with different detection efficiencies at 1 GHz. 
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Superconducting nanowire single photon detectors (SNSPDs) are a versatile class of photon-counting 
detectors exhibiting near-unity detection efficiencies, fast response times, low timing jitter, and very low dark 
counts over a broad range of wavelengths.  SNSPDs made from amorphous superconducting materials such as 
MoSi have enabled device fabrication without lattice-matched substrates [1] and with high yield, making it 
easier to integrate SNSPDs with other technologies.  Our work focuses on integrating SNSPDs with surface-
electrode rf ion traps, which are microfabricated devices for trapping atomic ions in vacuum; trapped atomic ions 
are an important technology for quantum information processing applications.  Readout of the quantum state of a 
trapped ion qubit is accomplished by driving a state-selective optical cycling transition of the trapped ion and 
counting the resulting fluorescence photons; the presence or absence of fluorescence indicates the qubit state. 
These photons are traditionally collected with high-numerical-aperture bulk optics and detected with a camera or 
photomultiplier tube. By integrating SNSPDs directly into microfabricated surface-electrode ion traps, we can 
realize a scalable architecture for spatially-resolved, high-quantum-efficiency detection of fluorescence photons 
without the need for collection optics [2]. There are challenges with this approach, notably the presence of large 
rf voltages near the SNSPD (necessary for trapping the ions) and the requirement of operation at temperatures 
near 4 K.  

Here we report the first readout of a trapped ion qubit with a trap-integrated SNSPD, using a single 9Be+

ion in a cryogenic surface-electrode trap. Fluorescence photons with a wavelength of 313 nm are emitted by the 
ion and detected by the SNSPD, with count rates comparable to those achievable with traditional bulk collection 
optics, and very low dark counts. The SNSPD is operated in the presence of peak-to-peak rf voltages of 18 V at 
68 MHz on nearby electrodes, at a temperature of 3.6 K.  We use the known detector-ion geometry and saturated 
ion fluorescence rate to provide an absolute calibration of the photon flux and thus the quantum efficiency of the 
SNSPD.  We report the impact of the detector on motional heating of the ion, as well as the photon crosstalk 
from a fluorescing ion in other regions of the trap not directly over the detector. This work is supported by 
IARPA and the NIST Quantum Information Program.

Fig. 1 Optical microscope image of a surface electrode ion trap with an integrated SNSPD.  The trapping electrodes are 
made from electroplated gold, while the SNSPD, made from MoSi, can be seen at one end of the trapping region as a dark 
grey rectangle.  
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Superconducting nanowire single-photon detectors (SNSPDs) have become invaluable in a broad range of 
applications thanks to their superior detection efficiency and low dark count rates [1,2].  Amorphous 
superconductors such as tungsten silicide (WSi) exhibit enhanced long-wavelength sensitivity (due to the smaller 
superconducting energy gap) and high material homogeneity (due to the absence of crystalline grain boundaries) 
allowing excellent yield and consistent performance across many devices, compared to other materials such as 
niobium nitride (NbN).  This makes it possible to fabricate and yield large-area detectors and arrays with 
performance similar to their smaller-area counterparts with the same fundamental nanowire geometry (wire width, 
gap, etc.).  However, since the typical nanowire width is in the range of 100-250 nm, devices are still time-
consuming to fabricate with electron-beam lithography and are susceptible to small geometrical constrictions.  
Inspired by [3], we demonstrate micron-wide nanowire detectors patterned with a conventional i-line UV stepper.  
By reducing the film thickness to 2.2 nm and modifying the composition of the superconductor to be more silicon-
rich, the energy sensitivity is improved and the free-carrier density is reduced [4], enabling efficient detection even 
at this extreme wire width. 
      The nanowires were fabricated by depositing 2.2 nm of WSi onto a silicon wafer with a silicon nitride 
insulating spacer layer on the surface, then patterning with photolithography and plasma etching.  They were 
fabricated in an out-and-back geometry with a total wire length of 400 μm, using an on-chip meandered inductor 
to inhibit latching.  The wire width is 980 nm with a gap of 800 nm.  The devices were cooled to 750 mK, and the 
bias current was swept while infrared light flood-illuminated the chip.  As shown in Fig. 1(c), a wide plateau region 
is observed, confirming saturated internal detection efficiency at λ = 1550 nm.  The device supports a critical 
current of 18 μA due to the wide cross-section and tolerance to small constrictions.  Preliminary measurements 
with focused laser spot scans at several wavelengths indicate the detection efficiency to be highly uniform along 
the entire length of the wire and not a result of constrictions or current crowding at any feature such as the hairpin. 
      We further explore the limits of this material by fabricating meandered SNSPDs with an area of 3100 μm × 
3100 μm (wire width of 900 nm, 50% fill factor, Fig. 1(d)).  Out of 8 such devices tested at 780 mK, two exhibited 
critical currents ~ 0.8 times the nominal value expected for small (400 μm wire length) out-and-back devices of 
this wire width.  This shows great promise for detectors capable of capturing collimated light sources directly.  
Measurements of photon counting in these large-area (9.6 mm2) devices are underway. 

 

Fig. 1. (a) SEM top-view of the micron-wide nanowire at the hairpin section. (b) Optical micrograph of the device layout. (c) Counts 
vs. bias current when flood illuminating the micron-wide nanowire with 1550 nm and 1220 nm light.  (d) Photograph of separate 
chip containing several 3100 μm × 3100 μm area meandered SNSPDs with 900 nm wire width and 50% fill factor. 
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Recent progress in the development of superconducting nanowire single-photon detectors (SNSPDs) has de- 
livered excellent performances, and has had a great impact on a range of research fields. The timing jitter, which 
denotes the temporal resolution of the detection, is a crucial parameter for many applications. Despite extensive 
work since their apparition, the lowest jitter achievable with SNSPDs is still not clear, and the origin of the intrinsic 
limits is not fully understood. Understanding its intrinsic behaviour and limits is a mandatory step toward 
improvements.  
 
We report intrinsically-limited timing jitter with MoSi SNSPDs [1]. To reach fundamental limits, we show that 
the kinetic inductance has to be minimized taking into account the latching current of the detector. We developed 
an experimental setup that minimizes every component of the system jitter and allows us to probe and quantify the 
intrinsic jitter [1, 2]. The energy-dependence is shown and points to a strong intrinsic jitter component for 
wavelengths longer than 1064 nm. Finally, we observed that the intrinsic jitter is higher for thicker devices and 
longer wavelengths. We obtained system timing jitter as low as 6.0 ps at 532 nm and 10.6 ps at 1550 nm photon 
wavelength. 
 
 
 

 
Fig. 1: Results for 7 nm-thick and 100 nm-wide device. (a) Jitter histogram at 532 and 1550 nm for a bias current of 17.9 
μA, as indicated by the circles in (b). The lines represent the Exponentially Modified Gaussian fit. (b) Jitter FWHM as a 
function of the bias current, for different wavelengths. (c) Photon count rates for the same wavelengths as shown in (b).  

 

References 
[1] M. Caloz et al., “Intrinsically-limited timing jitter in molybdenum silicide superconducting nanowire single-

photon detector”, arXiv 1906.02073 (2019). 
[2] B. Korzh et al., "Demonstrating sub-3 ps temporal resolution in a superconducting nanowire single-photon 

detector", arXiv 1804.06839 (2018). 

(a) (b)

(c)

232



Waveguide-integrated SNSPDs from amorphous Molybdenum Silicide 
thin films 

 

M. Häußler1, M. A. Wolff 1, M. Mikhailov2, C. Schuck1  
1 Institute of Physics and Center for Nanotechnology, University of Münster, D-48149 Münster, Germany 

2 B. Verkin Institute for Low Temperature Physics & Engineering of the National Academy of Sciences of Ukraine, 61103 Kharkiv, Ukraine 

 
Superconducting nanowire single-photon detectors (SNSPDs) have developed into a superior sensing choice for a 
wide range of applications in modern quantum technology because they combine high detection efficiencies and 
low noise performance with high-speed operation and extremely accurate timing resolution [1]. While 
conventional SNSPDs are stand-alone devices that connect via optical fibers to experimental setups, waveguide-
integrated SNSPDs are embedded in a scalable fashion with nanophotonic networks, realizing state-of-the-art 
quantum optics experiments on silicon chips [2]. Although superconducting nanowires made from amorphous 
material systems have shown very attractive performance characteristics in conventional SNSPD geometries [3], 
waveguide-integrated SNSPDs have so far predominantly relied on polycrystalline material systems, e.g. niobium 
nitride. Here we report on the fabrication and characterization of waveguide-integrated superconducting nanowire 
single-photon detectors made from amorphous molybdenum silicide (MoSi) thin films. The detectors are patterned 
in a travelling-wave geometry on silicon nitride waveguides. For 1550 nm wavelength photons traveling inside a 
nanophotonic waveguide we observe saturated detection efficiency of 46 ± 7 % at a temperature of 1.8 K for a 
detector made from a 4.2 nm thin MoSi film. We further find pulse decay times of 5.6 ns for 92 μm long nanowires 
and a timing jitter of 185 ps FWHM. These attractive performance characteristics demonstrate the potential of 
SNSPDs made from amorphous thin films embedded with photonic integrated circuit and significantly expand the 
choice of possible substrate/waveguide material systems, which limit implementations with lattice-matched 
polycrystalline superconducting thin films. MoSi thin films offer the additional benefit of allowing for operating 
SNSPDs at temperatures of up to 2 K, as shown here, without requiring technologically more demanding cryogenic 
solutions for sub-Kelvin operation as it is the case for other amorphous materials.   
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Figure 1: On-chip detection efficiency (OCDE) and dark count rate (DCR) of amorphous 
MoSi waveguide-integrated SNSPDs at 1.8 K. A plateau region for 1550 nm wavelength 
light is visible up to bias currents of 3.9 μA. 
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Homodyne detection finds use in a variety of tomography experiments in continuous-variable (CV) quantum optics 
as well as being an integral component of CV-implemented quantum technologies such as quantum random 
number generation (QRNG), quantum key distribution (QKD) and quantum computing. In order to characterise 
weak, single-photon level states in short time modes, low-noise, high bandwidth electronics are required to amplify 
the detector signal. To date, the bandwidth of most detectors has been limited by techniques using low-speed bulk 
optical photodiodes and op-amp based amplification. The total footprint per detector in these cases also limits their 
potential for large-scale fabrication and incorporation into experiments with many spatial modes. By wire bonding 
silicon microelectronics directly to an integrated silicon photonic circuit we have produced a two-chip homodyne 
detector with a higher bandwidth than previously reported whilst maintaining a quantum-classical noise ratio of 
13dB. In addition, the device exhibits shot-noise limited performance to >8GHz and has a total footprint of less 
than 1 mm2 per detector.  
 
As well as enabling more complex homodyne and multiplexed heterodyne quantum optics experiments [1], high-
bandwidth homodyne detection is a valuable resource for continuous-variable quantum key distribution and 
random number generation. In such applications, a high key rate and bit generation rate are desirable. These are 
typically set by the bandwidth of the amplifier electronics which is in turn primarily limited by the capacitances 
in the circuit [2]. Our device consists of a custom designed photonic chip fabricated by IMEC foundry services, 
along with a MAXIM MAX3277 transimpedance amplifier die. The photonic chip comprises a directional coupler 
based Mach-Zehnder interferometer and high efficiency, low capacitance photodiodes. By wire bonding the 
photonic chip directly to the amplifier, we minimise the parasitic input capacitance seen by the amplifier which is 
a crucial parameter determining the MAX3277 bandwidth and noise.  
 
For quantum states generated on chip, the quantum-classical noise ratio of 13dB and 1.1A/W responsivity of the 
photodiodes combined with low-loss directional couplers gives an efficiency for state tomography of ~85% which 
is sufficient to observe, for example, negativity of the single photon Wigner function [4]. The broadband nature of 
the device would allow the characterisation of broadband quadrature squeezing and enables high speed quantum 
random number generation at a rate in excess of 15Gbps.  

Fig. 1 a) The device: The photonic chip and amplifier die are both mounted on a custom PCB which contains the biasing 
circuitry b) Detector shot-noise frequency response with local oscillator power from 0.1-3.5GHz. 
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We report on the characterization of integrated superconducting nanowire single photon detectors (SNSPDs) and 
transition edge sensors (TESs), evanescently coupled to titanium in-diffused lithium niobate waveguides. We 
discuss the fabrication process of these on-chip detectors, characterization methods and single photon detection 
efficiency optimization.  
   Titanium in-diffused lithium niobate is an interesting platform for integrated quantum optics, due to its low-loss 
waveguiding of TE- and TM-polarization modes, electro-optic properties, and high second order susceptibility [1]. 
Many different tools for quantum optics applications have been realized using this platform, including single-
photon sources, couplers, switches, and modulators [1]. In addition, due to an optimized mode overlap with the 
titanium in-diffused waveguides, high-efficiency fiber-coupling can be achieved by direct end-face pigtailing, a 
crucial element for quantum information applications requiring low loss. Integrated single photon detectors are 
also compatible with this platform [2, 3, 4, 5].  
   State-of-the-art single photon detectors at optical or telecommunication wavelengths use the breakdown of 
superconductivity and a resulting electric response to measure absorbed photons. These detectors provide 
outstanding quantum efficiency and low noise. On the other hand, they require cryogenic temperatures below 1K.  
   We fabricated WSi-SNSPDs and W-TESs on titanium in-diffused lithium niobate waveguides and characterized 
the evanescent coupling strength of the on-chip detectors. By comparing measurements of the response of multiple 
detectors per waveguide from illumination with different polarizations and from illumination for either end, we 
were able to clearly determine how many photons are coupled via evanescent coupling and from scattering. 
Furthermore, multiplexed detectors on one waveguide are interesting for new calibration schemes or complex state 
generation [6, 7]. 

 
Fig. 1 (a) On-chip SNSPD response (countrate versus bias current) (b) Photon trace histogram of an on-chip TES 
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Time-bin entanglement [1] has been widely used for testing quantum non-locality via the violation of a Bell-like 
inequality, as well as for quantum cryptographic applications. However, all the realization of time-bin 
entanglement implemented to date are based on the interferometric scheme proposed by Franson [2] (sketched in 
the left panel of Fig. 1), which is actually affected by the so-called postselection loophole [3] undermining the 
faithfulness and the validity of the implementations. Indeed, to obtain a violation of the Bell-CHSH inequality it 
is necessary to discard half of the collected data by selecting only the detection events occurring within a 
coincidence window centered around the mid peak of the detection pattern. This procedure allows for a Local 
Hidden Variable model reproducing the prediction of quantum mechanics, thus invalidating the Bell’s inequality 
as a test of local realism and enabling the hacking of the scheme when used with cryptographic purposes [4]. 
A proper violation of the Bell-CHSH inequality can be obtained with the active time-bin scheme we introduced 
and realized in Ref. [5] (right panel of Fig. 1). We replaced the first beam splitter of the measurement interferometer 
with an additional balanced Mach-Zehnder interferometer acting as a fast optical-switch synchronized with source. 
The deterministic recombination of the “short” and “long” pulses, that travelled the pump interferometer before 
impinging on the spontaneous-parametric-down-conversion (SPDC) crystal generating the entangled pair, allows 
to not discard any data, thus rendering the obtained time-bin entanglement “genuine”, i.e., free of the postselection 
loophole. In Ref. [5] we first presented the detailed analysis of the passive and active time-bin entanglement 
schemes by describing the POVM realized by the interferometric measurements (with and without the 
postselection procedure), and then we showed the experimental realization which allowed us to obtain a Bell-
CHSH inequality violation of more than 9 standard deviations.  
Time-bin entanglement is more robust than polarization in long-distance fiber propagation. Hence, the capability 
to overcome the postselection loophole paves the way to the realization of a conclusive loophole-free Bell’s test 
based on genuine time-bin entanglement. In fact, despite of genuine energy-time entanglement [6], which requires 
to stabilize two long interferometers whose extension is determined by the distance between the two measurement 
stations, our scheme requires imbalances that are much less demanding and much more achievable.  
Furthermore, our scheme can be realized using commercial off-the-shelf fiber components and it can be made 
compatible with today’s integrated photonics, making it attractive for realizations of device-independent secure 
communications between two parties [7]. Moreover, the capability of implementing fast optical-switches for time-
bin encoding, as we showed, can be exploited to realize encoders and receivers for high-dimensional time-bin 
qudits, as proposed in [8].  

 
Fig. 1 The passive and active time-bin (TB) entanglement schemes. 
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 Spontaneous parametric downconversion (SPDC) has become the mainstay for generating polarization-
entangled photon pairs [1]. These pair sources are used in quantum networks to distribute entanglement, 
demonstrate quantum key distribution, quantum teleportation and in tests of local realism [2]. We recently 
developed a new SPDC source based on domain-engineered, periodically poled lithium niobate (PPLN) [3]. In 
non-degenerate downconversion, the |Hs |Vi  and |Vs Hi  processes are associated with two different phase-
mismatches; that is, they are two separate downconversion processes. By engineering the PPLN domains using a 
phase-modulated design, both processes can be simultaneously phasematched in the same crystal [3]. Here, we 
describe the first observation of polarization entanglement using this domain-engineered PPLN crystal. 
 
 The 25-mm long, MgO-doped PPLN crystal was designed for type-II down-conversion of 775 nm  1535 nm 
+ 1570 nm. We characterized the down-conversion spectra using fiber-assisted single-photon spectroscopy [3]. 
The two downconversion processes became degenerate in wavelength at 143.6 C. With a 774.8 nm pump, the 
signal and idler were observed at 1530.9 nm and 1568.8 nm, respectively. We separated the signal and idler using 
dichroic filters (marked Dic, F1, F2 in Fig. 1a). We used a temporal compensation (TC) crystal (12.5 mm long 
MgO:LiNbO3) to compensate the birefringent walkoff in the PPLN. The TC crystal was rotated by 90  relative to 
the PPLN (swap the slow and fast birefringence axes) and erase temporal distinguishability. 
 
 To observe polarization entanglement, we set the polarization of the signal and rotated the idler polarization 
using a half-wave plate. The coincidence counts for different signal polarizations are shown in Fig. 1b. With 
temporal compensation, we observed very good visibility: 97% for horizontally polarized signal, and 94% and 
93% for diagonal and anti-diagonal polarizations, respectively. In contrast, when we removed the TC crystal, the 
visibility for diagonally polarized signal dropped to 15% (see Fig. 1c). 
 
 In conclusion, we designed and fabricated an aperiodic PPLN crystal with phase-modulated domain structure. 
We determined the operating temperature where the wavelengths of the dual downconversion processes become 
matched. We showed very good polarization entanglement visibility between the signal and idler. 

  
    (a)                (b)                   (c) 

Fig. 1 (a) Experimental setup; TC, temporal compensation crystal; Dic, dichroic filter; HWP, half-wave plate; PBS, 
polarizing beam splitter; F1(2), filter 1(2); D1(2), detector 1(2). Measured coincidence counts at different signal 
polarizations (b) with temporal compensation and (c) with the temporal compensation crystal removed. With the temporal 
compensation, visibilities above 93% were observed, but when the TC crystal was removed, the visibility dropped to 15%. 
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Modeling Quantum Key Distribution with Continuous-Wave-Pumped 
Polarization Entangled Photon Sources 
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We show how to model entanglement-based quantum key distribution (QKD) schemes such as BBM92 [1] with 
continuous-wave (CW) pump lasers. Our model can predict final secure key rates and calculate loss budgets, based 
on experimentally accessible and easily assessable parameters. Furthermore, we present a software capable of 
analyzing and post-processing the classical data accumulated during real-world QKD in real-time. 
The basic principle of QKD with polarization-entangled photon sources is as follows: An entangled two-photon 
state is created by pumping a non-linear crystal with high laser power, utilizing spontaneous parametric down-
conversion (SPDC). One of the photons is sent to partner Alice (A) and the other to partner Bob (B). They measure 
their respective photon in one of two randomly chosen, mutually unbiased polarization bases. To identify which 
detection event corresponds to the same pair, they record time tags to find coincident photons. They publicly 
communicate these tags and their basis choices only and keep the corresponding (secret) results (“sifted key”). 
After error correction and privacy amplification, they share a secure key. 
The first and most commonly used model for estimating key rates with BBM92 was done by Ma et al. in 2007 [2], 
however based on sources where SPDC is produced with a pulsed pump laser, the standard at the time. Recent 
developments especially in timing resolution of single-photon detectors have shown CW-pumped sources to have 
two crucial advantages in the context of long-distance communication. Firstly, due to the Poissonian pair emission 
statistics, a g(2) correlation can be carried out to find matching pairs, thus drastically lowering the requirements for 
timing synchronization of distant communication partners. Secondly, the spectrum of the entangled photons can 
be orders of magnitude narrower. This mitigates chromatic dispersion effects. It is also necessary to approach the 
narrow spectra required for writing to quantum memories. These differences to the pulsed scheme however also 
require different modelling of the expected quantum error bit rate (QBER) and key rates. 
The first difference comes from the fact that the emission of uncorrelated multi-pairs, which degrade the fidelity 
of the measurement, follows different statistics. Due to approx. 6 orders of magnitude lower instantaneous pump 
powers, coherent multi-pair emission can be neglected in the CW case. Therefore, the emission of independent 
photon pairs within the same coincidence window is the only multi-pair effect, which follows Poissonian statistics. 
Secondly, the detectors for CW-pumped sources are free-running, i.e. only the detection of a photon at A (B) 
triggers a coincidence window of length τCC in which a partner photon is expected at B (A). Now if this partner 
photon is lost, either a noise count or a photon from a multi-pair emission can lead to a false coincidence 
(“accidental” count). Since all these events suffer from temporal (measurement) uncertainty, the actual accidental 
window τacc is larger than τCC (see fig. 1.)  
Furthermore, in our model we elaborate on the effects of erroneous detection, especially in the case of multi-pairs. 
We thus arrive, to the best of our knowledge, at the first key rate estimation model for CW-pumped entanglement-
based QKD protocols. 
Additionally, we present a software that is capable to perform all computations necessary to extract a quantum 
secure key from our experimental set-up. This includes reading out the time tags of two detectors at remote 
locations, calculating their g(2) in real-time, reading out subsets of the detection events to estimate the QBER, and 
performing privacy amplification. 
 

 
 

Fig. 1 Accidental window in CW-QKD: The coincidence window τCC has to be extended by convolution with temporal 
uncertainties originating from detector jitter and chromatic dispersion, thus leading to a larger accidental window τacc. 
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Single photon sources are one of the fundamental building blocks for quantum optics and quantum information 
processing experiments and applications [1]. Spontaneous non-linear optical processes, such as parametric 
downconversion and four-wave mixing (FWM) remain amongst the most commonly utilised methods for 
generating heralded single photons in pure spectral states. FWM in optical fibres is a particularly promising avenue 
as the dispersion of the guided mode can be tailored to achieve phasematching at particular desired wavelengths, 
but also the group velocities of the interacting fields can be appropriately matched to ensure a spectrally factorable 
two-photon state and hence a heralded photon in a single mode can be made possible[2]. Typically, this requires 
careful manipulation of the cladding structure of the fibre, such as in photonic crystal fibres, however imperfections 
in the manufacturing process lead to fluctuations in the dispersion of the fibre, and a move away from factorable 
conditions [3]. Here we present a heralded single photon source based on cross-polarised FWM in a commercial 
all solid birefringent fibre, which allows us to achieve high purity with a higher repeatability in a cost-effective 
way. 
We use a 9cm commercial birefringent fibre PM980-XP, pumped with femtosecond pulses at 1um from an OPO 
to achieve the required phase- and group velocity matching required for pure state generation, see Fig.1. We match 
the bandwidth of the pump pulses, by spectral filtering, to the phasematching bandwidth of the fibre to achieve a 
factorable state. Signal and Idler photon-pairs at 810nm and 1310nm respectively were generated cross-polarised 
to pump. Broadband filtering was applied to reject the pump without imparting any filtering to the joint spectral 
amplitude. The generated photon-pairs were coupled to superconducting nanowire single photon detectors, and 
the singles, and coincident count rates of the source measured, we observe a maximum coincident count rate of 
~30kC/s with a maximum observed Klyshko heralding efficiency of ~25%.  
 
 

 

 

 

 

 

Fig. 1 (left) Schematic of the fibre photon-pair source. (right) a : single photon count rate for signal, idler and coincidences. 
b : coincidence-to-accidentals ratio never drops below 100. 

We find that the Coincidence-to-Accidentals Ratio never drops below 100 over the full range of powers used here. 
This, together with the nearly pure quadratic dependence of the count rates indicate that we are largely free of 
noise such as spontaneous Raman scattering that typically plagues fibre-based single photon sources. This was 
made possible by exploiting the birefringent phasematching to generate photons far de-tuned from the pump 
wavelength. We performed a measurement of the heralded second order coherence with g(2)

H(0) < 0.02, and the 
marginal second order coherence, a measure of the single photon purity, with a g(2)

M(0) ~ 1.71 at 1310nm. Finally, 
we have also measured the joint spectral intensity of the source through stimulated emission tomography by 
seeding the FWM with a tunable laser at the idler wavelength and recording the signal mode on a spectrometer, 
we determine an upper bound on the purity to be P=75%. Further to this, we made measurements of the JSI over 
different lengths through a sample of the fibre, and found that the fibre remains uniform over at least 45cm, making 
it possible to build 4 nominally identical sources. The source is also tunable, and by changing the pump wavelength 
to 1100nm, signal and idler photon-pairs in a factorable state can be generated at 852nm and 1550nm. In 
Conclusion, we have demonstrated a low-noise source of heralded single photons with high purity based on FWM 
in a commercial birefringent optical fibre. The source can produce heralded single photons across the telecom. O-, 
and C-Band dependent on the choice of pump wavelength. The uniformity of the fibre allows one to build multiple, 
identical, source of single photons with high purity and brightness. 
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As benchtop quantum information protocols become increasingly more advanced and the distances over which 
these experiments are performed becomes significantly longer, integrated optics provide a small, robust, and 
practical alternative to traditional bulk optics. The development of quantum networks on mobile platforms well 
above ground level would allow long-distance transfer of photonic qubits [1]. Specifically, waveguide technology 
makes it possible to create bright single-photon sources that can be used on platforms where weight and stability 
requirements are limiting factors. For our goals, we are working on the characterization of a highly nondegenerate 
Spontaneous Parametric Down-Conversion (SPDC) waveguide source of polarization-entangled photon pairs on 
a periodically poled KTP (PPKTP) crystal [2]. Our current waveguide source uses type-II phase-matching at        
532 nm to create collinear signal and idler photons at 1550 nm and 810 nm, respectively (Fig 1 a). Future iterations 
are in development with the goal of increasing the entanglement quality and efficiency of our source.  

 

Fig. 1 a. A cartoon of our waveguide SPDC source. A 532-nm pump downconverts into signal and idler photons at 1550 nm 
and 810 nm, respectively. This figure shows a consecutive poling scheme where one process is created in the first half and 
the other is created in the second half. b. A simplified interleaved poling scheme is shown with the desired maximally 
entangled state.  

To date, we have achieved a concurrence of 63% and a purity of 72% from a consecutively poled, free-space-
coupled iteration of our source (Fig. 2a). Our current iteration features interleaved poling with a pigtailed input 
(Fig. 1b). Furthermore, we believe that several improvements will substantially improve the source quality. Using 
low-birefringence crystal wedges, such as quartz, we can finely tune the amount of temporal compensation in the 
downconversion beam paths to optimally account for the group velocity walk-off within the waveguide. In 
previous iterations of our waveguide source, free-space coupling the pump into the fundamental mode proved 
unreliable and therefore measuring the concurrence with respect to the amount of compensation was difficult. To 
overcome this modal drift within the waveguide, our current iteration has a pigtailed input using a single-mode 
fiber for our pump wavelength. Additionally, we can temperature tune our downconversion spectrum to find the 
operating temperature that yields the best overlap between the two processes. To do so, we couple a tunable seed 
laser at 810 nm into the pigtailed single-mode fiber and measure the counts on the 1550 nm detector. This 
stimulated downconversion process allows us to look at the downconversion spectrum and therefore pick the 
appropriate filters and waveguide temperature for maximizing the entanglement visibility of our source. 

 
 

Fig 2 a. The absolute value of the density matrix of the measured entangled state. b. The theoretical density matrix of the 
desired maximally entangled state.  
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Integrated nanophotonics based on Si3N4 platform due to low-loss broadband optical transparency has high 
potential for quantum technology applications. While individual negatively charged nitrogen vacancy center in 
diamond (NV–) [1] can be employed as photostable with no evidence of photobleaching single photon emitter, 
however the main obstruction is low Debye-Waller factor ≈ 3% coherent emission into zero phonon line. The 
solution is integration NV– center into cavity to enhance emission by means of the Purcell-effect.  

Thus, in this work we evanescently coupled ensemble of NV– centers located in Nanodiamond (ND) into 
new design freestanding Si3N4 cross-bar Photonic Crystal (PhC) cavity on chip (Fig.1 a)). A cross-bar architecture  
allows to couple the optical transition of NV– centers, placed on top of the cavity, into high-Q PhC modes, where 
enhanced light is coupled out through waveguide which consists PhC cavity, while on-chip excitation of the source 
is provided through crossed waveguide. Thus, developed cross-bar PhC cavity design allows spectral and spatial 
separation enhanced emitted light and pump light ensuring filtration of excitation light (20 dB) and sufficient 
suppression of background fluorescence.  

Designed cross-bar PhC cavity consists of two modulated Bragg mirrors with cavity region in between 
where ND with incorporated ensemble of NV– centers was positioned. Parameters of the cavity were optimized 
via 3D FDTD simulations [2] and transmission measurements. The simulation and measurements results are in 
agreement leading to highest measured Quality factor   (simulated ) for cross-bar PhC 
cavity with optimal cavity length [3]. Determination of optimized position of source on the cavity region was 
performed via Local Density of States (LDOS) simulations leading to LDOS enhancement spatial map [3]. 
 

 
Fig. 1. High-Q Si3N4 PhC cavity. a) SEM image of the freestanding cross-bar PhC cavity. b) Detected at ports 3,4 emission of an 
ensemble of NV– centers coupled into resonance modes of PhC cavity. The resonance modes are indicated as I-V. 

 
Experimentally ND with incorporated NV– centers was selected by confocal scan and placed on the cavity region 
of PhC during postprocessing step by combination of coating and pick-and-place AFM technique. The ensemble 
of NV– was excited via crossed waveguide (port 1), while optical transition fed the cavity modes and was detected 
via ports 3,4, detected spectrum is shown in Fig. 1 b). On-resonance fluorescence signal experiences more than 
13-fold increase in comparison with background signal under the same on-chip excitation via crossed waveguide 
[3]. Thus, ensemble of NV– was successfully coupled into V-order cavity mode achieving measured on-resonance 
efficiency of  in agreement with simulated value  [3].   
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Nowadays, a lot of attention is being paid to the development of stable and reliable single photon sources. PTB 
absolutely characterized a single photon emitting NV-center in a nanodiamond using a confocal microscope setup. 
Its absolute optical radiant flux and spectral power distribution are traceable to the national standards via an 
unbroken traceability chain [1]. Consequently, we now aim to achieve a better understanding of the angular-
dependent emission of the NV-centers in our setup to optimize the collection efficiency and to understand losses 
within the fluorescence light path. The NV-centers are localized at a dielectric interface, namely a microscope 
cover glass, which interacts with the near field of the emitting dipoles. This results in refraction of evanescent 
waves into the cover glass and a highly directional emission of photons. 
A model of the angular distribution of the emitted light is presented. First, the orientation of the transition dipole 
moments of NV-centers in the crystal with respect to the laboratory frame of reference is investigated. Second, 
using a model of the light emission by dipoles [2], the radiation patterns of an arbitrary oriented NV-center are 
calculated. With this, a theoretical back focal plane image (Fig. 1) and the collection efficiency of the setup can be 
computed. 
Furthermore, a sample consisting of spin-coated, NV-center doped nanodiamonds on a cover glass was studied. 
The NV-centers were characterized spectroscopically and by measurement of the 2nd order correlation function in 
a Hanbury Brown and Twiss interferometer. Images of the back focal plane of the NV-center emission were taken 
using a sCMOS camera. The calculated and measured angular-dependent emission patterns of NV-centers are 
compared (Fig. 1). Furthermore, the possibility to obtain the orientation of the NV-centers from measurements of 
their back focal plane image is evaluated. 

 
Fig. 1 : Back Focal Plane image and NV-center symmetry axis (left) and comparison of the measured and calculated 
angular emission of a NV-center (right). 
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     Single photon source based on silicon vacancy (SiV) center in diamond is greatly promising for applications in 
quantum technologies due to its remarkable optical properties, such as strong and narrow zero-phonon line (ZPL) 
emission and short excited-state lifetime [1]. Generally, SiV centers are fabricated by ion implantation or chemical 
vapor deposition technique to implant ionized Si atoms into diamond or dope Si impurities during the diamond 
growth [2]. Here, we report an easy and flexible method to fabricate single SiV centers in diamond coated with a 
layer of Si nanoballs by femtosecond laser irradiation. Besides the creation of vacancies, external Si elements were 
implanted into diamond. After annealing, single SiV centers could be detected around the illuminated spot.  
     The diamond used here was an ultrapure single crystal with nitrogen impurities < 5 ppb. The water solution 
containing Si nanoballs with average diameter of 46 μm was spin-coated on the diamond. After the water vaporing 
naturally, the nanoballs layer was > 1 μm thick. Subsequently, a pulsed laser at 800 nm with 50 fs pulse duration 
and 1 kHz repetition rate was focused on the coated diamond. The pulse number was 50. At the focus point, the 
average power and fluence of the laser pulses were 10 mW and 1.6 J/cm2, respectively. Finally, the sample was 
annealed at 850 ºC in vacuum for 1 h. Fluorescence from emitters in diamond was characterized by a confocal 
microscope. Excitation was performed by a continuous-wave laser at 662 nm focused by a 1.4 NA oil objective. 
The fluorescence collected by the same objective was either guided into a spectrometer for spectral measurements 
or detected by two single photon detectors after splitting by a polarized beam splitter. The two detectors were then 
connected to a time-correlated single photon counter for second-order autocorrelation function g2(t) measurements.   
 

 
Fig. 1 Characterisation of single SiV center in diamond produced by femtosecond laser technique. (a) Fluorescence image of 
the area around the irradiated crater. (b) Spectrum and (c) g2(t) curve of the emitter marked by green circle in (a).  

     Figure 1 (a) shows the fluorescence image of the area 22.7 μm away from the irradiated crater center at 
excitation power of 8.2 mW. Lots of bright emitters are visible in this area, which were identified to be SiV centers 
by spectral measurements. Figure 1 (b) displays spectrum of the emitter marked by the green circle in Fig. 1 (a). 
The strong ZPL peak is located at 737 nm with linewidth of ~ 4.9 nm, characteristic of a SiV center. The g2(t) 
function for the SiV center was measured as presented in Fig. 1 (c). The value of g2(0) is ~ 0.24, revealing a single 
SiV center. The results demonstrate the method can effectively and rapidly create single SiV center in diamond. 
     The formation of the SiV centers can be depicted as follows. When the high-fluence laser pulses was focused 
on the Si nanoballs, electrons absorbed photon energy and ejected fast from the irradiated area. Thus, Si+ ions 
would accumulate in the irradiated area, and Coulomb repulsive force among them would become more and more 
intense until it broke bonds among Si+ ions, triggering Coulomb explosion of Si and leading to fast ejection of Si+ 
ions out of the nanoballs in all directions [3]. A part of Si+ ions with high kinetic energy impinged into diamond, 
creating vacancies simultaneously. After annealing, the vacancies diffused to Si impurities forming SiV centers. 
     This work is funded by National Natural Science Foundation of China (11722431, 11674099, 11621404); 
Program of Introducing Talents of Discipline to Universities (B12024); Shanghai International Cooperation 
Project (16520710600); Natural Science Foundation of Shanghai (16ZR1409400); Shuguang Program (15SG22) 
by Shanghai Education Development Foundation and Shanghai Municipal Education Commission.  
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Color centers in diamond are systems with appealing photo-physical properties for the development of quantum 
technologies. The ever-growing interest in these systems is motivated by their operation at room temperature, 
together with an ease of access and manipulation in a solid state system characterized by high transparency and 
structural stability, with applications as bright and stable single-photon sources or individual spin systems with 
optical readout, with record performances even at room temperature. Despite literally hundreds of optically 
active color centers in diamond have been reported in the past decades, only a handful of them can be 
consistently fabricated by means of a reproducible process such as ion implantation. 
In this contribution, the ongoing efforts towards a systematic investigation in the formation of novel single-
photon sources based on optically-active defects in diamond will be discussed. Particularly, recent results will be 
presented on the fabrication by means of ion implantation and subsequent photo-physical characterization of 
novel classes of single-photon sources upon the implantation of Sn and Pb ions and subsequent thermal 
annealing at 950 °C [1,2]. The discovery of such classes of emitters represent a significant step toward 
completing the interpretational framework on the optical activity of diamond defects related to group IV 
impurities.
Furthermore the perspective of producing single-photon through the introduction of He ions [3] as well as other 
light elements in diamond will also be discussed on the basis of ensemble spectral characterizations and confocal 
microscopy imaging.
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International joint pilot study on g(2)  measurement for single-photon 
sources in the visible and telecom spectral ranges
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With the aim of establishing standard techniques in single-photon metrology, device-independent and 
reproducible methods for source characterization are needed. Measurement of the g(2)(0) parameter is of utmost 
importance in characterising and understanding single-photon emission. In this talk I will report on the pilot 
studies, performed by INRIM, NPL and PTB, on the measurement of g(2)(0) parameter on test single-photon 
sources (SPSs) in two different spectral ranges and regimes: 1) a SPS based on a single Nitrogen Vacancy center 
in pulsed excitation emitting in the visible; 2) an heralded SPS realized by the process of parametric down-
conversion emitting at Telecom wavelength.
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Cryogenically cooled organic dye molecules are excellent sources of indistinguishable photons [1]. They can, 
however, be drastically improved through the use of optical cavities [2]. Integrated nano-cavities are inherently 
stable, as they are in the solid state, and have small mode volumes comparable with the wavelength of light.  When 
a quantum emitter, such as a dibenzoterrylene (DBT) molecule, shown in Fig. 1(a), is placed at the correct position 
within such a cavity the emitter will preferentially emit photons into a single spatial-spectral-polarisation mode, 
and can also do so at a much faster rate than it would have done outside the cavity – known as Purcell enhancement. 
I will present our recent work using bullseye grating cavities to capture and enhance emission from DBT.  
 
 
 
 
 
 
 
 
 
 
 
  
Figure 1: (a) Dibenzoterrylene. (b) Resonant wavelength of bullseye grating cavities with changing grating period (left) found from reflection 

spectra (right). A scanning electron microscope image of a bullseye grating cavity is inset. 
 
  (a)                                 (b)                                                           (c) 
 
         
 
 
 
 
 
 
 
 

Figure 2: (a) Schematic of a bullseye grating cavity with Au back-reflector. (b) E-field distribution of the fundamental mode at XZ plane.  
(c) Far-field distribution of the fundamental mode.  

 
Our cavities were designed in Lumerical FDTD and fabricated in titanium dioxide (TiO2) thin films on silica-on-
silicon substrates using electron beam lithography. The cavity is a solid central disk of TiO2, surrounded by 
concentric rings with a period of ~ λcav/neff, where λcav is the resonant wavelength of the cavity and neff is the 
effective index of the TiO2 film [3, 4]. They have a predicted quality factor of ~400, and a mode-volume of order 
2(λcav/n)3. These non-suspended bullseye grating cavities can provide a collection efficiency around 40%. By 
illuminating them with white light and monitoring reflection, we were able to measure the variation in λcav and 
quality factor versus the period of the grating (Fig. 1(b) & (c)). We have deposited DBT-doped nanocrystals of 
anthracene [5] on these devices, and we are now characterising them at both room and liquid helium temperatures. 
I will present analysis of this emission including collection efficiency, saturation, molecular excited state lifetime, 
and anti-bunching, and will describe the planned addition of a back-reflector [6] as shown in Fig. 2. The addition 
of an effective back-reflector can further improve the collection efficiency up to around 80%.  
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Scalable photonic quantum technologies require pure single photons created on demand. Photon sources based
on probabilistic parametric down-conversion can be multiplexed to achieve pseudo determinism, they achieve high
heralding efficiency, and the spectrum can be engineered to achieve high purity and thus high quality multi-photon in-
terference. Here, we develop upon previous work [1–3] based on domain engineering of periodically poled KTP crystals
(ppKTP). Using a mode-locked with a sech2-shaped intensity envelope, we generated photon pairs at telecommuni-
cations wavelength with single photon purities of 95.3% without spectral filtering—a record for domain engineered
crystals at that time. We have further improved on these results by fine-tuning crystal design parameters which trade
off non-linearity with photon purity. Our new designed crystals are capable of even higher photon purity, 98.6%, the
highest achieved through domain engineering alone.

Crystal domain engineering allows a level of control to be gained over the phase matching function (PMF), which
governs the spectral response of the non-linear interaction. The ferroelectric domains of a commonly employed
periodically poled crystal can be varied in width and orientation to generate a targeted PMF. The ideal target function,
a Gaussian, results in the production of photon pairs that possess a separable joint spectral amplitude (JSA) and
high purity. The domain engineering algorithms we reported in [2] exploited sub-coherence length domain structures,
which improved upon all previous algorithms in that high purities can be achieved even for short crystals matched
to femtosecond pump pulses. The benefits of removing purity degrading spectral correlations is best highlighted
when comparing the JSA (or joint spectral intensity (JSI)) of a commonly utilised non-linear crystal, ppKTP, that
suffer these correlations due to their sinc shaped PMF, with our custom crystals in Fig.1. The domain engineering
technique we deploy is fast, can be readily implemented commercially and can target more complex field amplitudes
which allows for exploration into more exotic cases, such as the generation of an anti-symmetric PDC joint spectra.

(a) cccc (b) (c) (d)

FIG. 1. A reconstruction of the joint spectral intensities for both ppKTP (a) and our custom crystals (b) was made possible
by recording 6234989 and 1759158 single photons respectively, detected by SNSPD’s which operate with < 50ps jitter, < 25ns
dead time and with < 200Hz dark count rate and then processed via a Picoquant HydraHarp. We also show a logarithmic plot
of a larger wavelength range for better visualisation of the difference in a ppKTP crystals JSI (c) and the JSI of our custom
crystals (d).

The results we report include a comprehensive benchmark and comparison between photons created in standard
ppKTP, and our new, custom apodised crystal (aKTP). To experimentally characterise the performance of the crystals,
we carried out high-precision measurements of multi-photon interference between two independent PDC sources.
Along with this, we performed an in-depth discussion of extrapolated spectral purity as measured by the independent
two-photon interference measurements with highly resolved and image post-processed joint spectral intensity (JSI)
measurements; a required discussion, as only the singular valued decomposition of the JSA can yield the actual photon
purity and many use the JSI, the

√
JSA or the extrapolated two-photon interference visibility to conclude on measured

photon purities.
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